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ABSTRACT 

Uncertainty in the emission estimates is one the main reasons for shortcomings in the 

Chemistry Transport Models (CTMs) which can reduce the confidence level of impact 

assessment of anthropogenic activities on air quality and climate. This dissertation focuses on 

understating the uncertainties within the CTMs and reducing these uncertainties by improving 

emission estimates 

The first part of this dissertation focuses on reducing the uncertainties around the 

emission estimates from oil and Natural Gas (NG) operations by using various observations and 

high-resolution CTMs. To achieve this goal, we used Weather Research and Forecasting with 

Chemistry (WRF-Chem) model in conjunction with extensive measurements from two major 

field campaigns in Colorado. Ethane was used as the indicator of oil and NG emissions to 

explore the sensitivity of ethane to different physical parametrizations and simulation set-ups in 

the WRF-Chem model using the U.S. EPA National Emission Inventory (NEI-2011). The 

sensitivity analysis shows up to 57.3% variability in the modeled ethane normalized mean bias 

(NMB) across the simulations, which highlights the important role of model configurations on 

the model performance.  

Comparison between airborne measurements and the sensitivity simulations shows a 

model-measurement bias of ethane up to -15ppb (NMB of -80%) in regions close to oil and NG 

activities. Under-prediction of ethane concentration in all sensitivity runs suggests an actual 

under-estimation of the oil and NG emissions in the NEI-2011 in Colorado. To reduce the error 

in the emission inventory, we developed a three-dimensional variational inversion technique. 

Through this method, optimal scaling factors up to 6 for ethane emission rates were calculated. 
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Overall, the inversion method estimated between 11% to 15% higher ethane emission rates in the 

Denver-Julesburg basin compared to the NEI-201. This method can be extended to constrain oil 

and NG emissions in other regions in the US using the available measurement datasets. 

The second part of the dissertation discusses the University of Iowa high-resolution 

chemical weather forecast framework using WRF-Chem designed for the Lake Michigan Ozone 

Study (LMOS-2017). LMOS field campaign took place during summer 2017 to address high 

ozone episodes in coastal communities surrounding Lake Michigan. The model performance for 

clouds, on-shore flows, and surface and aircraft sampled ozone and NOx concentrations found 

that the model successfully captured much of the observed synoptic variability of onshore flows. 

Selection of High-Resolution Rapid Refresh (HRRR) model as initial and boundary condition, 

and the Noah land surface model, significantly improved comparison of meteorology variables to 

both ground-based and aircraft data. Model consistently underestimated the daily maximum 

concentration of ozone. Emission sensitivity analysis suggests that increase in Hydrocarbon 

(HC). Variational inversion method and measurements by GeoTAS and TROPOMI instruments 

and airborne and ground-based measurements can be used to constrain NOx emissions in the 

region.   



www.manaraa.com

vii 

 

PUBLIC ABSTRACT 

Chemistry Transport Models (CTMs) are developed to simulate the faith of atmospheric 

constituents. These simulations are then used to assess the impact of anthropogenic activities on 

the air quality and climate and assist the policy makers to develop effective mitigation policies. 

The focus of this dissertation is to better understand the uncertainties in the CTMs and emission 

estimates and use comprehensive measurements of atmospheric constituents to reduce these 

uncertainties.  

In the first part, we used a 3-dimensional atmospheric chemistry transport model, i.e., 

Weather Research and Forecasting with Chemistry (WRF-Chem), in conjunction with extensive 

measurements from two major field campaigns in Colorado to reduce the uncertainties in the oil 

and Natural Gas (NG) emission estimates. Ethane was used as the indicator of oil and NG 

emissions to explore the sensitivity of ethane to different set-ups in the WRF-Chem model using 

the official U.S. EPA National Emission Inventory (NEI-2011). All the simulations showed large 

underestimation in ethane concentrations which suggests a large underestimation of oil and NG 

emission rates in NEI-2011. To reduce the error in the emission inventory, we developed a novel 

inverse modeling technique. Using this method, optimal scaling factors for ethane emission rates 

were calculated with the goal to minimize the discrepancies between model and observations. By 

applying the optimal scaling factors to the emission inventory, we improved the model 

performance and reduce the uncertainties in the oil and NG emission estimates. 

 

The second part describes the University of Iowa high-resolution chemical weather 

forecast framework using WRF-Chem and NEI-2011 emission inventory designed for the Lake 



www.manaraa.com

viii 

 

Michigan Ozone Study (LMOS-2017) field campaign. The goal of the LMOS field campaign 

was to assist in understanding the high ozone concentrations in coastal communities surrounding 

Lake Michigan. WRF-Chem model successfully captured the atmospheric transport but 

underestimated the daily maximum ozone concentrations. Performing WRF-Chem simulations 

using different emission scenarios suggests that increase in the Hydrocarbon (HC) emissions can 

improve the model performance in capturing maximum ozone concentrations.    
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1 GENERAL INTRODUCTION 

1.1 Background and Significance 

High levels of outdoor air pollutions such as fine particulate matter and ozone have been 

associated with many health and environmental impacts causing 3.3 million premature death 

annually worldwide (Lelieveld et al., 2015). Other than the health impact, gaseous and 

particulate air pollutants such as methane, ozone, and fine Particulate Matters (PM) can impact 

the climate by changing the solar radiation budget (Fiore et al., 2012). Atmospheric Chemistry 

and Transport models (CTMs) have been used to predict the levels of air pollutions and to study 

the health and climate impact of these pollutants (Anenberg et al., 2010; Fiore et al., 2012; 

Lelieveld et al., 2013; Silva et al., 2013). Accurate simulation of atmospheric transport and 

chemistry is essential for the development of effective mitigation policies to minimize the health 

and climate impact of air pollutants. The estimates of air pollutant concentrations have been 

improved due to better representation of atmospheric processes in the CTMs, increase in model 

resolutions, and more available atmospheric measurements. However, there are still large 

uncertainties associated with CTMs and emission inventories which call for more work. The 

abundance of atmospheric measurement from ground-sites, field experiments, and satellites, 

provides an opportunity to study and address the shortcomings of CTMs in much more details 

using systematic data-driven methods. The main focus of this dissertation is to quantify and 

reduce the uncertainties in the CTMs and emission inventories using various suites of 

measurements.   

The first part of this study focuses on improving emission estimates from oil and Natural Gas 

(NG) sector. With the rapid increase in the oil and NG production in the United States (US), high 

levels of methane, Non-Methane Hydrocarbons (NMHC), and NOx were measured in the 
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vicinity of oil and NG fields (Allen, 2016a) which were not captured in the official emission 

inventories (Brandt et al., 2014).  

Methane is the primary constituent of NG and the second most important greenhouse gas after 

carbon dioxide (CO2). Methane has a shorter effective lifetime (~ 12 years) than CO2, but 37 

times stronger radiative forcing (on a molar basis). Therefore, it has a stronger near-time climate 

impact in comparison with CO2 (Alvarez et al., 2012). Methane is a precursor to tropospheric 

ozone and contributes to tropospheric ozone production and background ozone which has severe 

impacts on human health, vegetation, and crops. High concentrations of methane have been 

observed by ground-based, airborne, and satellite measurement tools in regions with heavy oil 

and NG operation (Karion et al., 2013; Kort et al., 2014; Miller et al., 2013; Pétron et al., 2014; 

Schneising et al., 2014; Turner et al., 2015; Zavala-Araiza et al., 2015). 

Elevated levels of NMHCs (such as ethane, propane, n-butane, i-pentane, n-pentane, and 

benzene) (Halliday et al., 2016; Pétron et al., 2014) and ozone (Ahmadov et al., 2015b; Field et 

al., 2015; Oltmans et al., 2014; Rappenglück et al., 2014) have been measured in the areas close 

to oil and NG operation sites. At the global scale, studies have reported a significant increase in 

the global concentration of ethane and propane in recent years due to increase in oil and NG 

activities in North America (Franco et al., 2016; Hausmann et al., 2016; Helmig et al., 2016; 

Kort et al., 2016).  

We used measurements from Front Range Air Pollution and Photochemistry Éxperiment 

(FRAPPÉ) and Deriving Information on Surface Conditions from COlumn and VERtically 

Resolved Observations Relevant to Air Quality (DISCOVER-AQ) field experiments and high-

resolution Weather Research and Forecasting with Chemistry (WRF-Chem) model (Grell et al., 

2005; Skamarock et al., 2008) simulations to assess the model performance in capturing ethane 
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(oil and NG tracer) and quantify the impact of WRF-Chem physical parametrization and set-up 

on the uncertainties in the model. Next, we used a variational inversion method to constrain 

ethane emissions from the oil and NG sector.  

The second part of this work focuses on tropospheric ozone formation over Lake Michigan. 

Urban and rural regions around Lake Michigan have persistently recorded high ozone 

concentrations. The high ozone concentrations along the shore are associated with the lake 

breeze (Harris and Kotamarthi, 2005; Lennartson and Schwartz, 1999; Lyons and Olsson, 1973). 

During the summer, morning land breeze transport pollutants to the shallow stable layer over the 

lake. Ozone is produced in this stable layer and being transported over the land with the 

afternoon lake breeze (Cleary et al., 2015; Dye et al., 1995; Foley et al., 2011). CTMs have 

difficulties predicting the surface ozone concentrations in this region because of the unique 

meteorology and combination of anthropogenic and biogenic emissions (McNider et al., 2018). 

Lake Michigan Ozone Study (LMOS) field experiment was conducted from 22 May to 21 June 

2017 to measure ozone and ozone precursors concentration using ground-based, airborne, and 

remote sensing instruments. We used the measurements from the LMOS experiments and high-

resolution WRF-Chem model to assess the model and emission inventory performance in 

capturing transport, formation, and concentration of ozone and ozone precursors.  

1.2 Thesis Outline 

In chapter 2, We used ethane as the indicator of oil and NG emissions and explored the 

sensitivity of ethane concentration to different physical parametrizations and simulation set-ups 

in the WRF-Chem model using the U.S. EPA National Emission Inventory (NEI-2011). We 

evaluated the impact of the following configurations and parameterizations on predicted ethane 

concentrations: Planetary Boundary Layer (PBL) parametrizations, daily re-initialization of 

meteorological variables, meteorological initial and boundary conditions, and horizontal 
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resolution. We assessed the uncertainties around oil and NG emissions by using measurements 

from FRAPPÉ and DISCOVER-AQ field campaigns over the Northern Front Range (NFR) 

Colorado in summer 2014. Under-prediction of ethane concentration in all sensitivity runs 

suggests an actual under-estimation of the oil and NG emissions in the NEI-2011. An Increase of 

oil and NG emissions in the simulations partially improved the model performance in capturing 

ethane and lumped alkanes (HC3) concentrations but did not impact the model performance in 

capturing benzene and toluene which is due to very low emission rates of these species from oil 

and NG sector in the NEI-2011. This chapter is based on the results published in Abdi-Oskouei 

et al. (2018) 

 In chapter 3, a three-dimensional variational inversion technique is developed to reduce the 

uncertainties of ethane emissions from oil and NG sector in Colorado. We used the extensive 

observational data set provided by the FRAPPÉ and the DISCOVER-AQ filed campaigns in 

summer 2014 over Colorado in conjunction with the WRF-Chem. The important advantage of 

this inverse modeling method is the ability to constrain emissions at high temporal and spatial 

resolution (Saide et al., 2015). Furthermore, it is possible to simultaneously constrain multiple 

species and include multiplatform measurements. Performing inverse modeling technique 

provided us with optimal scaling factors for emissions rates with the goal to minimize the 

discrepancies between model and measurements. This chapter discusses the details of the inverse 

modeling method and assesses the performance of the model based on improved emission 

inventory. 

Chapter 4 provides details about the LMOS field experiment. LMOS took place during May and 

June 2017 to address high ozone episodes in coastal communities surrounding Lake Michigan. 

Aircraft, ship, mobile lab, and ground-based stations were used in this campaign to build an 
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extensive dataset regarding ozone, its precursors, and particulate matter. A forecasting system was 

designed to produce high-resolution (4x4 km2 horizontal resolution and 53 vertical levels) forecast 

products using the WRF-Chem modeling system in support of experimental planning during 

LMOS 2017. Preliminary in-field evaluation of model performance for clouds, on-shore flows, 

and surface and aircraft sampled ozone and NOx concentrations found that the model successfully 

captured much of the observed synoptic variability of onshore flows. The model captured the 

variability of ozone concentration well, but under-predicted peak ozone concentration during high 

ozone episodes. In post-campaign WRF-Chem simulations, we investigated the sensitivity of the 

model performance to different physical parametrization and model set-ups. We also studied the 

sensitivity of ozone formation to changes to anthropogenic and biogenic hydrocarbon and NOx 

emissions.  

Chapter 5 summarizes the important findings from chapters 2 to 4, highlights the concluding 

remarks, and discuss the future directions. 
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2 IMPACTS OF PHYSICAL PARAMETRIZATION ON PREDICTION OF ETHANE 

CONCENTRATIONS FOR OIL AND GAS EMISSIONS IN WRF-CHEM 

Abstract. Recent increases in the Natural Gas (NG) production through hydraulic fracturing 

have called into question the climate benefit of switching from coal-fired to natural gas-fired 

power plants. Higher than expected levels of methane, Non-Methane Hydrocarbons (NMHC), 

and NOx have been observed in areas close to oil and NG operation facilities. Large 

uncertainties in the oil and NG operation emission inventories reduce the confidence level in the 

impact assessment of such activities on regional air quality and climate, as well as development 

of effective mitigation policies. In this work, we used ethane as the indicator of oil and NG 

emissions and explored the sensitivity of ethane to different physical parametrizations and 

simulation set-ups in the Weather Research and Forecasting with Chemistry (WRF-Chem) model 

using the U.S. EPA National Emission Inventory (NEI-2011). We evaluated the impact of the 

following configurations and parameterizations on predicted ethane concentrations: Planetary 

Boundary Layer (PBL) parametrizations, daily re-initialization of meteorological variables, 

meteorological initial and boundary conditions, and horizontal resolution. We assessed the 

uncertainties around oil and NG emissions by using measurements from the FRAPPÉ and 

DISCOVER-AQ campaigns over the Northern Front Range Metropolitan Area (NFRMA) in 

summer 2014. The sensitivity analysis shows up to 57.3% variability in normalized mean bias of 

the near-surface modeled ethane across the simulations, which highlights the important role of 

model configurations on the model performance and ultimately the assessment of emissions. 

Comparison between airborne measurements and the sensitivity simulations indicates that the 

model-measurement bias of ethane ranged from -14.9 ppb to -8.2 ppb (NMB ranged from -

80.5% to -44%) in regions close to oil and NG activities. Under-prediction of ethane 

concentration in all sensitivity runs suggests an actual under-estimation of the oil and NG 
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emissions in the NEI-2011. Increase of oil and NG emissions in the simulations partially 

improved the model performance in capturing ethane and lumped alkanes (HC3) concentrations 

but did not impact the model performance in capturing benzene, toluene, and xylene which is 

due to very low emission rates of these species from oil and NG sector in the NEI-2011.  

2.1 Introduction 

Recent advances in the unconventional Natural Gas (NG) production technology (hydraulic 

fracturing) have resulted in economical access to NG reserves in deep shale formations and a 

36% rise in US NG production from 2005 to 2014 (Lyon, 2015). Increase in the NG production, 

decrease in the NG price, and environmental advantages of NG-fired power plants over coal-

fired power plants have made NG an important competitor for coal in the electricity generation 

sector. In 2015, NG and coal each had a 33% share in the electricity generation in the US. It is 

predicted that NG’s share in electricity generation will grow 1.5% every year (Energy 

information administration of US Department of Energy., 2016; U.S. Energy Information 

Administration, 2016). With the rapid increase in the unconventional oil and NG production, 

higher than expected levels of greenhouse gases, specifically methane, and air pollutants such 

Non-Methane Hydrocarbons (NMHC) and NOx (from flaring or compressors, reboilers, 

pneumatic devices, trucks, and other equipment using fossil fuel) (Allen, 2016b; Olaguer, 2012) 

have been observed in some places in vicinity of oil and NG facilities. The high concentrations 

of these chemicals measured in many studies at different scales and regions suggest that official 

emission inventories (e. g. Greenhouse Gas Inventory (GHGI) and Emission Database for Global 

Atmospheric Research (EDGAR)) fail to capture the magnitude of emissions from 

unconventional extraction activities (Brandt et al., 2014). The underestimation of emission 

inventories has raised concerns regarding the climate implications of promoting NG as the 

“bridge fuel” (Alvarez et al., 2012; Howarth et al., 2011; Levi, 2013; McJeon et al., 2014), and 
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its impacts on the air quality and public health (Halliday et al., 2016; McKenzie et al., 2012). 

Additionally, Methane and NMHC emitted from the oil and NG sector can degrade regional air 

quality and contribute to ozone formation on regional and global scales (Helmig et al., 2016). 

Outdated Emission Factors (EF), super-emitters in the production systems, and rapid growth in 

the production facilities are some of the reasons for the underestimation (Brandt et al., 2014; 

Lyon, 2015; Zavala-Araiza et al., 2015).  

The Colorado Northern Front Range (NFR), including the Denver metropolitan area, is located 

between the Rocky Mountains and the High Plains with a total population of about 4.8 million. 

In 2007, a large region of the NFR was declared in nonattainment of the National Ambient Air 

Quality Standard (NAAQS) for 8h average ozone. Major sources of pollutants in this area are 

vehicle emissions, oil and NG operation, agriculture and feedlots, and power plants. In the past 

years, oil and NG development has increased drastically in the NFR. NG production in Weld 

County has increased from 55.8´106 m3 (1.97´106 Thousand Cubic Feet (MCF)) to 181.8´106 

m3 (6.42´106 MCF) from 2004 to 2016.  The Wattenberg gas field in Weld County is close to 

populated regions and has the highest well density in the NFR with more than 25,000 active NG 

wells (Colorado Oil and Gas Conservation Commission, 2017). In the NFR, measured NMHCs 

are 18-77 times greater than the regional background as determined from the NOAA flask 

network (Thompson et al., 2014). High levels of NMHC can cause health concerns at regional 

scales and can contribute significantly to the ozone pollution in the region (Cheadle et al., 2017; 

Gilman et al., 2013; McDuffie et al., 2016; Pétron et al., 2012; Pfister et al., 2017b; Thompson et 

al., 2014). Using box models constrained with observations, McDuffie et al. (2016) estimated 

that NFR oil and NG activities contribute ~50% to the regional Volatile Organic Compound 

(VOC) OH reactivity and 20% to the regional photochemical ozone production.  
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Mass balance approach methods have been widely used to estimate the emissions from oil and 

NG activities (Conley et al., 2016; Karion et al., 2015; Peischl et al., 2016; Pétron et al., 2012; 

Smith et al., 2015). This method cannot provide details on the spatial and temporal variability of 

emissions and has limitations in domains with complex atmospheric transport such as the NFR. 

High resolution three-dimensional atmospheric chemical transport models can better capture the 

variability in meteorology and chemistry in different domains. Paired with observations and 

using inverse modeling techniques, these models help evaluate the performance of emission 

inventories on high temporal and spatial scales (Barkley et al., 2017; Cui et al., 2014, 2017) and 

allow assessments of the impact of oil and NG activities on regional air quality. Ahmadov et al. 

(2015) used the Weather Research and Forecasting Model with Chemistry (WRF-Chem) to study 

high ozone episodes and emission reduction scenarios in the Uintah Basin. Their results show a 

strong underestimation of methane and VOC emissions in the National Emission Inventory 2011 

(NEI-2011). 

WRF-Chem provides users with different dynamical, physical, and chemical schemes (Grell et 

al., 2005; Skamarock et al., 2008). These choices can impact the performance of the model, 

specifically in regions with complex transport patterns (Saide et al., 2011). In order to assess the 

performance of emission inventories, it is critical to address the uncertainties derived from model 

configurations on simulated concentration fields. The goal of this study is to quantify the impact 

of WRF-Chem configurations on predicting the oil and NG emissions in the NFR. VOCs in the 

NFR have shown a clear source signature associated with oil and NG activities (Gilman et al., 

2013; Pétron et al., 2014). Diverse air pollution sources and complex metrological patterns due 

to mountain-valley circulation, high elevation, and harsh terrain are some of the challenges for 

air quality modeling in this area. We use ethane, which has a simple chemical cycle and a 

lifetime of about two months, as a tracer for oil and NG (Helmig et al., 2016). The model and 
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emission inventory performance are evaluated by comparing meteorological parameters as well 

as ethane and VOC concentrations to surface and airborne measurements. We explore the 

sensitivity of the modeled transport and ethane concentrations to different WRF-Chem physical 

parametrizations and set-ups. This work will be followed by development of an inverse modeling 

technique to constrain the oil and NG emission rates by calculating optimal scaling factor for the 

emission inventory. Simulations discussed in this study will be used to calculate the variability of 

the optimal scaling factor. To inform not only about the absolute magnitude in the ethane 

emissions but to further explore the feasibility to constrain other trace gas oil and NG emissions, 

we investigate CO and VOC emission estimates from oil and NG sector and VOC ratios in the 

observations and the model.  

2.2 Method 

2.2.1 Aircraft and ground-based observations 

The National Science Foundation/National Center for Atmospheric Research (NSF/NCAR) 

Front Range Air Pollution and Photochemistry Éxperiment (FRAPPÉ) and National Aeronautics 

and Space Administration (NASA) Deriving Information on Surface Conditions from COlumn 

and VERtically Resolved Observations Relevant to Air Quality (DISCOVER-AQ) campaigns 

were conducted in July and August 2014, in the NFR Colorado.  These two campaigns provide 

detailed and coherent airborne and ground-based measurements in this area, which can assist in 

evaluation and improvement of chemical transport models and emission inventories. The 

NSF/NCAR C130 collected extensive airborne measurements of various atmospheric 

constituents during the FRAPPÉ campaign. A total of 15 flights (~80 flight hours) were 

conducted in the NFR with the goal of mapping the emissions and their transport and chemistry 

in this region. During the DISCOVER-AQ campaign, the NASA P3B aircraft performed 

approximately 20 flights containing spiral ascents or descents over six key sites in the NFR to 
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capture the vertical profiles of the atmospheric constituents and their diurnal variation. Ethane 

was measured on board of C130 and P3 aircrafts. On C130 aircraft, ethane was measured by the 

University of Colorado’s CAM instruments with detection sensitivity of 15 ppt, details for which 

are discussed in Richter et al. (2015). Aerodyne Ethane-Mini spectrometer on P3 was used to 

measure ethane concentration (Yacovitch et al., 2014). Fried (2015) compared CAMS ethane 

measurements with sub-ppb precision with the Aerodyne measurements during wing tip 

comparisons and the agreement was within 9%, corresponding to differences of less than 55 ppt.  

The National Oceanic and Atmospheric Administration (NOAA), the Colorado Department of 

Public Health and Environment (CDPHE), and the National Park Services (NPS) operated 

numerous ground-level measurement sites during these two campaigns. In this work, we present 

ground-level measurements from the NOAA Boulder Atmospheric Observatory (BAO; 40.05�N, 

105.01�W, 1584 m above sea level (asl)), the NOAA Platteville site (PAO; 40.18�N, −104.73�W, 

1523 m asl), Fort Collins (FC; 40.89�N, -105.13�W, 1572 m asl), NREL-Golden (Golden; 

39.74�N, -105.18�W, 1833 m asl), and CDPHE wind measurements at Weld County tower (WC-

Tower; 40.39�N, -104.73�W, 1483 m asl), Rocky Flats N (RF-N;39.91�N, -105,19�W, 1803 m 

asl), Welch (39.64�N, -105.14�W, 1743 m asl), Chatfield (39.53�N, -105.07�W, 16756 m asl), and 

Aurora-East (39.64�N, -104.57�W, 1802m asl). BAO and PAO are located north of Denver and 

close to the Wattenberg Gas Field in Weld County (Figure 2-1). Measurements of temperature, 

relative humidity, wind speed and direction at 10m, 100m, and 300m were recorded at BAO. 

Surface wind measurements from PAO (3m) and WC-Tower (4m) were used in this study. The 

planetary Boundary Layer (PBL) height was measured and calculated at PAO, Fort Collins (FC), 

and NREL-Golden using micro-pulse Lidar backscatter during the daytime (Compton et al., 

2013).  
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2.2.2 WRF-Chem model 

We used WRF-Chem 3.6.1 (Grell et al., 2005; Skamarock et al., 2008), a fully coupled online air 

quality and transport model, to investigate the sensitivity of modeled PBL, winds, temperature, 

relative humidity, and ethane concentrations to different physical parametrizations and 

configurations. Figure 2-1illustrates the location of the two nested domains and the underlying 

terrain map. We used one-way nesting (i.e., the outer domain ran independently of the inner 

domain). The outer domain has a 12 km ´ 12 km horizontal resolution, and the inner domain has 

a 4 km ´ 4 km horizontal resolution. Both domains have 53 vertical levels with the domain top at 

50 hPa (~11 layers below 1km). The outer domain is designed to capture the emission from the 

Western US, and the inner domain includes Colorado and Utah. Sensitivity simulations start on 

24 July 2014 and end on 18 Aug 2014.  

 

Figure 2-1 Terrain map of the WRF-Chem outer domain (d01) and inner domains (d02) and location of 
observation sites. a) shows the two nested domains designed for this study. b) shows the zoomed in map 
of domain 2 with the location of several sites. Grey dots show the location of permitted wells 
(http://cogcc.state.co.us/) 

Table 2-1 shows a summary of the WRF-Chem configurations for this study, used in all 

sensitivity simulations. The Morrison double-moment scheme was selected as the microphysics 

option and Goddard shortwave (Chou and Suarez, 1999) and RRTMG longwave radiation 

d01

d02

Masl (m)

PAO
BAO

Denver
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schemes (Iacono et al., 2008) were used as shortwave and longwave radiation parametrizations, 

respectively. The Grell-Freitas convection scheme (Grell and Freitas, 2014) was used as 

convective parametrization for both outer and inner domain. The inner domain falls into the 

“grey-scale” which means many of the assumptions used in convective parametrization will no 

longer be valid at this resolution. The Grell-Freitas convection scheme is a stochastic scale 

dependent convective parametrization based on the method proposed by Arakawa et al. (2011) 

and is designed for domains with horizontal resolution up to few kilometers. Comparisons 

between a simulation with resolved convection of inner domain and a simulation using the Grell-

Freitas convective parametrization in the inner domain showed similar performance in capturing 

transport (not shown). Thus, we used the Grell-Freitas convective scheme for both domains in all 

simulations to reduce the computation costs. 

 

Table 2-1 Summary of basic WRF-Chem configuration 

Category Selected option 

Horizontal resolution 12km and 4km 

Vertical resolution 53 layers (11 within the lowest 1km) 

Microphysics Morrison double-moment scheme 

Land Surface 5-layer thermal diffusion  

Shortwave radiation Goddard shortwave 

longwave radiation RRTMG scheme 

Cumulus 
parametrization 

Grell-Freitas scheme 
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Gas-phase chemistry RACM-ESRL 

Biogenic emission MEGAN  

 We selected the Regional Atmospheric Chemistry Mechanism chemistry using Earth System 

Research Laboratory (RACM-ESRL) (Stockwell et al., 1997) coupled to the Modal Aerosol 

Dynamics Model/Secondary Organic Aerosol Model (MADE/SORGAM). RACM includes 17 

stable inorganics, 4 inorganic intermediates, 32 stable organic species, and 24 organic 

intermediates. RACM_ESRL (Kim et al., 2009) is an updated version of the RACM mechanism 

and includes 23 photolysis and 221 chemical reactions (Ahmadov et al., 2015c). To reduce the 

computational costs, hydrocarbons with similar behavior are lumped together in the chemical 

mechanisms. For example, “HC3” in the RACM_ESRL mechanism includes alkanes such as 

propane, n-butane, isobutane, and acetylene (ethyne), and alcohols such as methanol and ethanol. 

“TOL” includes toluene and benzene. Ethane and methane are treated exclusively in the 

RACM_ESRL mechanism. More details regarding the reactions and lumping groups can be 

found in Stockwell et al., 1997. Chemical boundary conditions from Monitoring Atmospheric 

Composition and Climate reanalysis (MACC), available every 3 hours,  (Inness et al., 2013) and 

model outputs from RAQMS, available every 6 hours, (Natarajan et al., 2012; Pierce et al., 2007) 

were used as chemical boundary and initial conditions in the simulations. The model outputs 

from these global models are specific to the simulation time (24 July 2014 tp 18 Aug 2014) and 

are interpolated to the WRF-Chem domain and temporal resolution prior to starting the 

simulations. Ethane concentrations showed no strong sensitivity to the two different chemical 

initial and boundary conditions (i.e., RAQMS and MACC) and is not discussed further. 
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2.2.2.1 WRF-Chem sensitivity tests 

WRF-Chem provides users with a number of different dynamical, physical, and chemical 

schemes. Users can select schemes based on the physical properties of the domain of interest, 

goals of the study, and computational limitations. We evaluated the sensitivity of WRF-Chem to 

different physics options, such as the PBL parametrization, and configurations including daily re-

initialization of meteorological fields, different meteorological initial and boundary conditions, 

and varying horizontal resolution. Table 2-2 shows details on the sensitivity runs and lists the 

meteorological and chemical boundary conditions used for each run. The naming system for the 

simulations is based on the different settings (e.g. simulation 5-MnERi represents the simulation 

number (5), PBL Scheme (MYNN3), meteorological initial and boundary condition (ERA-

interim), chemical initial and boundary condition (RAQMS), and daily re-initialization of 

meteorological fields (i)). Simulation ID in Table 2-2 has been used when discussing sensitivity 

tests in the paper.  

Table 2-2. Summary of WRF-Chem configurations for sensitivity tests designed for this study 

Test Sim. ID Sim. Name PBL Scheme Met IC & BC Chem IC & 
BC Init. Emiss. 

PB
L 

PBL1 1-YFM YSU (Y) NCEP-FNL 
(F) MACC (M) Free run NEI11 

PBL2 2-MjFM MYJ (Mj) NCEP-FNL 
(F) MACC (M) Free run NEI11 

PBL3 3-MnFM MYNN3 (Mn) NCEP-FNL 
(F) MACC (M) Free run NEI11 

In
iti

al
iz

at
io

n  

Init4 4-MnER MYNN3 (Mn) ERA-interim 
(E) RAQMS (R) Free run NEI11 

Init5 5-MnERi MYNN3 (Mn) ERA-interim 
(E) RAQMS (R) re-init (i) NEI11 

M
et

 IC
 &

 
BC

 Met5 5-MnERi MYNN3 (Mn) ERA-interim 
(E) RAQMS (R) re-init (i) NEI11 

Met6 6-MnFRi MYNN3 (Mn) NCEP-FNL 
(F) RAQMS (R) re-init (i) NEI11 

H
or

iz
on

ta
l 

re
so

l
ut

io
n  

Hor5 5-MnERi MYNN3 (Mn) ERA-interim 
(E) RAQMS (R) re-init (i) NEI11 
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Hor5-
12km 

5-MnERi-
12km MYNN3 (Mn) ERA-interim 

(E) RAQMS (R) re-init (i) NEI11 
Em

iss
io

n 
In

ve
nt

or
y Em7 5-

MnERiMeg MYNN3 (Mn) ERA-interim 
(E) RAQMS (R) re-init (i) NEI11 + 

Megan 

Em8 
7-
MnERiMeg-
2OnG 

MYNN3 (Mn) ERA-interim 
(E) RAQMS (R) re-init (i) 

NEI11 
(2x OG) 
+ Megan 

An accurate simulation of air pollution is dependent on a precise description of transport 

processes, meteorological conditions, and the PBL height (PBLH) (Cuchiara et al., 2014; Hu et 

al., 2010). Transport of pollutants within the domain depends on turbulent motions and vertical 

mixing within the PBL. WRF-Chem (3.6.1) has eleven different PBL schemes to address the 

closure problem in the simulation of turbulent motions. In general, PBL schemes can be 

classified into two main groups; local and non-local. A local PBL scheme estimates the turbulent 

fluxes of heat, momentum, and moisture from local mean and gradient flux values. In a non-local 

PBL scheme, non-local fluxes can influence fluxes in each grid, hence they are expected to better 

capture large-size eddies in the simulation (Stull, 1988). We tested one non-local and two local 

PBL schemes to understand the sensitivity of the model to PBL parameterization in a domain 

with high elevation and complex terrain. We used Yonsei University (YSU) first order (Hong et 

al., 2006) as the non-local PBL scheme in the PBL1 (1-YFM) simulation. The local schemes 

used in PBL2 (2-MjFM) and PBL3 (3-MnFM) simulations were Mellor–Yamada–Janjic (MYJ) 

1.5 order (2.5 level) (Janjic, 2001; Janjic et al., 2000) and Mellor-Yamada-Nakanishi-Niino 

(MYNN3) 3rd level (Nakanishi and Niino, 2009). 

WRF-Chem is a mesoscale model and requires initial and boundary conditions from a larger-

scale model. Usually, these initial and boundary conditions are taken from re-analysis products 

of larger-scale models optimized using assimilation techniques and observations. The choice of 

initial and boundary condition products can impact the model performance (Angevine et al., 

2012; Saide et al., 2011). We tested two different meteorological initial and boundary conditions, 
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European Reanalysis (ERA-interim) by European Center for Medium-Range Weather Forecasts 

(ECMWF) in Met5 (5-MnERi) simulation and NCEP’s Global Forecast System (GFS) in Met6 

(6-MnFRi) simulation. ERA-Interim reanalysis is produced with 80km by 80km horizontal and 

6-hour temporal resolution (European Centre for Medium-Range Weather Forecasts (ECMWF), 

2009), and NCEP FNL (final) operational global analysis is produced using GFS with 1-degree 

by 1-degree horizontal and 6-hour temporal resolution (National Centers for Environmental 

Prediction, National Weather Service, NOAA, 2000).  

Simulations were performed for 24 days from 24 July 2014 to 18 August 2014. Initializing the 

meteorological fields in the simulation at the first time step with the larger-scale model values 

and running it for 24 days without any nudging will result in deviations from the larger scale re-

analysis products. On the other hand, the lower resolution of the larger-scale models can lower 

the accuracy of WRF-Chem high-resolution simulations. To investigate this impact, we tested 

two different set-ups for WRF-Chem. In Init4 (4-MnER) simulation, we initialized the 

meteorological fields at the first time step with larger-scale model values and ran the simulation 

freely for 24 days ("free run"). In Init5 (5-MnERi) simulation, the meteorological fields were re-

initialized every day at 18 UTC (12pm local time) and run for the next 30 hours. The first 6 

hours of the simulation (18 UTC to 00 UTC) were discarded to allow for the model to spin up. In 

this set-up, chemistry fields were recycled from previous cycles of simulations. 

The sensitivity of the model to the horizontal resolution was examined by comparing the 

performance of the outer domain (12 km ´ 12 km) to the inner domain (4 km ´ 4 km) in Hor5 

(5-MnERi) simulation. In one-way nesting, the outer domain runs independently of the inner 

domain; thus, comparing the performance of the outer and inner domains is valid. 
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2.2.2.2 Emission inventory 

NEI-2011 version 2 is a bottom-up emission inventory of U.S. anthropogenic emissions. While 

we cannot expect the year 2011 inventory to fully represent the model year 2014, it was the only 

inventory available to the WRF-Chem user community at the time of this study. Emissions in 

this inventory are calculated based on fuel consumption, source activity, and emission factors 

reported by state, tribal, and local governing agencies (U.S. Environmental Protection Agency, 

2015). WRF-Chem provides a processed version of NEI-2011 to the users, which includes 

emission of 76 species (50 speciated VOC compounds, 19 PM2.5 aerosol species, and 7 primary 

species). NEI-2011 and emissions for only oil and NG sector in the NEI-2011 were provided to 

us by Dr. Stuart McKeen (NOAA Earth Systems Laboratory, Boulder, CO). Table Appendix 1 

includes details on the mapping table used to convert NEI-2011 species to RACM and 

MADE/SORGAM chemical and aerosol mechanism. The separate oil and NG emission 

information was used to conduct an additional sensitivity simulation with perturbed oil and NG 

emission, which we used to study the sensitivity of modeled ethane concentrations as well as 

concentrations of VOCs and CO to the oil and NG emission sector. We used the Model of 

Emissions of Gases and Aerosols from Nature (MEGAN) for biogenic emission in all 

simulations (Guenther et al., 2012). Ethane does not have a significant biogenic source 

(Yacovitch et al., 2014); thus, we did not assess the impact of biogenic emissions in this study. 

Wildfire emissions were not included in the simulations, but this will have a negligible impact on 

the results as wildfires did not significantly influence the air quality in the NFR during the 

FRAPPÉ campaign (Valerino et al., 2017).  

2.3 Results and Discussion 

We start with an evaluation of the overall performance of all simulations and later provide a 

detailed discussion on the different sets of sensitivity simulations. To evaluate the sensitivity of 
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WRF-Chem to different physical parametrizations, we compared the simulated meteorological 

variables, such as temperature, relative humidity, wind fields, and PBLH, with measurements. 27 

July 2014 and 28 July 2014 were reported as Denver cyclone episodes (Dingle et al., 2016; 

Valerino et al., 2017; Vu et al., 2016), and neither simulation captured the cyclone pattern and 

enhancements accurately on these two days. Thus, we only included the period of 1 August 2014 

to 15 August 2014 in our analysis to avoid skewing the results because of large model errors 

during the Denver cyclone episode.  For quantitative comparison between the simulations, we 

used statistical measures including correlation coefficient (R), root mean square error (RMSE), 

mean absolute error (MAE), mean bias (MB), and normalized mean bias (NMB). Definitions of 

these metrics can be found in the supplement. We used NMB as a proxy for model sensitivity to 

quantify the impact of model configuration on different variables. Variability of NMB 

(calculated by subtracting minimum NMB from maximum NMB) in sensitivity tests can provide 

a range for uncertainties in the model cases independent of the model values.  

2.3.1 Evaluation of overall model performance 

Table 2-3 includes the statistical measures for temperature and relative humidity in all the 

simulation tests at 100m altitude at BAO. Figure 2-2 compares the diurnal cycles of measured 

temperature, relative humidity, wind speed, and wind direction at 100m altitude at BAO with 

corresponding model values for all the simulation tests. While Figure 2-2 provides an overview of 

all sensitivity tests, Figure Appendix 2 separates each sensitivity test to provide a clearer test by 

test comparison. Similarly, Table Appendix 2 to 5 includes statistical measures and Figure 

Appendix 1 and Figure Appendix 3 show diurnal cycles of temperature, relative humidity, wind 

speed, and wind direction at BAO 10m and 300m. All model simulations capture the overall daily 

cycle in temperature and relative humidity well (Figure 2-2 and Table 2-3). The variability across 

different sensitivity runs can be large, with modeled temperature varying by up to 6°C and the 
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model-measurement NMB ranging from -3.9% to 11.1%. Relative humidity has larger variability 

among the simulations during nighttime compared to daytime. The NMB of relative humidity 

ranges from -29.7% to 52.6%.  
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Figure 2-2. Average diurnal cycle of temperature (a), relative humidity (b), wind speed (c) and wind 
direction (d) for all tests and observation at BAO 100m. Averages are calculated for Aug 1 to 15, 2014 
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Table 2-3. Summary of model performance in capturing temperature (T) and Relative Humidity (RH) at 
BAO 100m during 1 to 15 August 2014 

 100m  PBL  Met IC and 
BC 

 Initialization  Horizontal 
resolution 

T(C) OBS PBL1 PBL2 PBL3  Met5 Met6  Init4 Init5  Hor5 Hor5 
12km 

Mean  22.0 22.2 21.1 21.5  23.9 23.2  20.7 23.9  23.9 23.9 
R  0.9 0.8 0.8  0.8 0.8  0.6 0.8  0.8 0.8 
RMSE  1.9 2.1 2.0  2.7 2.2  3.1 2.7  2.7 2.7 
MAE  1.4 1.7 1.7  2.2 1.6  2.5 2.2  2.2 2.1 
MB  0.2 -0.9 -0.5  1.9 1.2  -0.3 1.9  1.9 1.9 
NMB(%)  0.8 -3.9 -2.3  8.6 5.4  -6.0 8.6  8.6 8.6 
RH(%) OBS PBL1 PBL2 PBL3  Met5 Met6  Init4 Init5  Hor5 Hor5 

12km 
Mean  42.3 43.7 51.8 48.9  31.1 38.5  58.9 31.1  31.1 31.5 
R  0.7 0.6 0.5  0.5 0.5  0.4 0.5  0.5 0.6 
RMSE  11.9 16.3 14.7  16.7 13.6  25.9 16.7  16.7 16.0 
MAE  9.2 13.5 12.3  12.8 10.3  21.2 12.8  12.8 12.0 
MB  1.5 9.5 6.6  -11.2 -3.8  16.6 -11.2  -11.2 -10.8 
NMB(%)  3.5 22.5 15.6  -26.5 -8.9  39.2 -26.5  -26.5 -25.4 

Wind patterns vary significantly from daytime to nighttime. During the day, wind primarily 

blows from the east towards the Rocky Mountains with a slight southerly component. During the 

night, this pattern switches to predominantly westerly winds bringing cooler air to lower terrain. 

Wind measurements at the BAO at different altitudes (10m, 100m, 300m) can help us better 

understand the wind pattern at higher model levels. Table 2-4 includes mean and standard 

deviation of daytime and nighttime wind fields in the simulations and the observations at 100m. 

Results for the 10m and 300m level at BAO during 1 August 2014 to 15 August 2014 are 

included in Table Appendix 4 and Table Appendix 5, respectively. In addition to BAO, we 

investigated the wind sensitivity to physical parametrizations at two other sites that are close to 

oil and NG operations, WC tower and PAO (Figure Appendix 5). At BAO, higher wind speeds 

were measured at higher elevations which is captured by the model. Overall, most simulations 

show skill in capturing diurnal cycles of wind speed and direction with better agreement with 

observations for daytime (Table 2-4, Table Appendix 4, and Table Appendix 5). Overall, the 

model runs show fairly good performance in capturing temperature, relative humidity, and wind 
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fields, especially for daytime. A higher sensitivity to the physical parametrization was observed 

for nighttime. 

Table 2-4. Summary of model performance in capturing wind speed and direction at BAO 100m during 
Aug 1-15, 2014 

   PBL  Met IC & BC  Initialization  Horizontal 
Res. 

Day - 100m OBS PBL1 PBL2 PBL3  Met5 Met6  Init4 Init5  Hor
5 

Hor5-
12km 

W
in

d 
Sp

ee
d Mean 3.2 3.8 3.4 2.7  2.9 3.2  3.8 2.9  2.9 2.8 

STD 2.0 2.1 2.3 1.6  1.6 1.8  2.9 1.6  1.6 1.5 

W
in

d 
D

ire
ct

io
n Mean 117.8 62.9 64.0 66.8  33.9 59.6  55.9 33.9  33.9 41.1 

STD 71.1 48.8 63.4 56.3  73.1 75.9  74.8 73.1  73.1 67.7 

Night – 100m OBS PBL1 PBL2 PBL3  Met5 Met6  Init4 Init5  Hor
5 

Hor5-
12km 

W
in

d 
Sp

ee
d Mean 3.4 4.7 4.1 3.6  4.0 4.4  4.9 4.0  4.0 4.7 

STD 1.8 2.3 2.8 2.5  2.5 2.3  2.9 2.5  2.5 3.2 

W
in

d 
D

ire
ct

io
n  

Mean  233.1 114.1 268.5 349.8  331.4 292.2  155.6 331.4  331.
4 303.9 

STD  70.6 97.1 89.4 86.8  87.3 77.1  85.2 87.3  87.3 85.1 

Ethane is predominantly emitted from oil and NG production sites (Helmig et al., 2016; Xiao et 

al., 2008) and is a valuable chemical tracer to study the transport patterns of oil and NG 

emissions. To evaluate the impact of vertical mixing intensity on the distribution of pollutants, 

we compared the vertical distribution of ethane concentrations between the simulations. Figure 

2-3 shows the diurnal cycle of averaged vertical cross section of ethane concentrations at PAO 

with measured PBL height for each simulation.  
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Figure 2-3 Cross section of modeled ethane at PAO and measured PBL height (black dots) averaged from 
August 1 to 10, 2014 (a to i). j, k, and l show diurnal evolution of PBL in all simulations at PAO (j), Fort 
Collins (k), and Golden-NREL (l) sites and measured PBLH (during daytime) 

Complex local topography can cause localized transport patterns in the domain, which cannot be 

resolved at the model’s  4 km x 4 km horizontal resolution. Pfister et al. (2017) discuss the 

impacts of the complicated wind patterns in the NFR and the limitations of WRF-Chem 

simulations in capturing the transport during FRAPPÉ campaign in details. To reduce the impact 

of localized influences on the sensitivity analysis we use airborne measurements which better 

represent the regional picture. Evaluation of modeled ethane concentrations with aircraft data 

provides information on the impact of different configurations on the transport of oil and NG 

emissions. Whisker plots of ethane concentrations at different elevations along the C130 
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morning and afternoon flights are shown in Figure 2-4. This plot limits the C130 observation to 

the NFR region (east of -105.2 longitude) to reduce transport errors, and it separates observations 

collected during 9:00 to noon (AM flights) and noon to 18:00 (PM flights) to account for the 

diurnal changes in PBLH. For this comparison, hourly model output has been interpolated to the 

time and location of each 1-minute average observation. Lower concentrations of ethane were 

measured during the PM flights compared to AM flights because of the higher PBLH and 

stronger vertical mixing in the afternoon (Figure 2-3). Table 2-5 summarizes the mean and NMB 

of ethane concentration for all simulations using ethane airborne measurements. In all 

simulations, the ethane concentrations are under-predicted by up to 3.3 ppb (NMB ranges 

between -63% to -42%) for the C130 AM flights and up to 1.7 ppb (NMB ranges between -

47.6% to -29.5%) for the C130 PM flights. Overall, measured ethane concentrations, absolute 

biases, and absolute NMBs are higher for C130 AM compared to C130 PM. However, the 

differences between variability in NMBs for C130 AM and C130 PM are small i.e., 21% and 

18.1%. 

 

 

 

 

 

 

Table 2-5. Ethane mean, NMB, and NMB variability from C130 and P3 BAO and 
PAO airborne measurements below 2000m and the corresponding model values 
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  C130 - NFR P3 - BAO P3- PAO 
  AM PM AM PM AM PM 
OBS  Mean (ppb) 5.2 3.5 12.4 4.9 18.6 8.7 

PB
L 

PBL1 
Mean (ppb) 3.0 1.8 8.5 3.9 7.8 2.6 
NMB (%) -43.1 -47.6 -31.3 -21.4 -58.0 -69.7 

PBL2 
Mean (ppb) 3.0 2.4 9.1 4.5 7.9 5.4 
NMB (%) -43.1 -32.4 -26.5 -7.6 -57.3 -37.3 

PBL3 
Mean (ppb) 2.8 2.5 8.7 4.9 10.4 4.2 
NMB (%) -47.1 -29.5 -30 0 -44.0 -51.5 

All PBL NMB var. (%) 4.0 18.1 4.8 21.4 14.1 32.4 

In
it.

 

Init4 
Mean (ppb) 1.9 2.2 5.2 2.7 3.6 2.4 
NMB (%) -63.0 -37.8 -57.8 -45.7 -80.5 -72.9 

Init5 
Mean (ppb) 2.7 2.1 7.5 5.5 8.7 6.1 
NMB (%) -47.9 -40.1 -39.7 11.6 -53.2 -30.0 

All Init NMB var. (%) 15.1 2.3 18.0 57.3 27.3 42.8 

M
et

 IC
 &

 B
C Met5 

Mean (ppb) 2.7 2.1 7.5 5.5 8.7 6.1 
NMB (%) -47.9 -40.1 -39.7 11.6 -53.2 -30.0 

Met6 
Mean (ppb) 3.0 1.9 7.0 4.5 7.9 4.0 
NMB (%) -42.0 -45.0 -43.5 -9.0 -57.3 -53.9 

All Met NMB var. (%) 5.9 4.9 3.7 20.6 4.2 23.9 

H
or

. R
es

 Hor5 
Mean (ppb) 2.7 2.1 7.5 5.5 8.7 6.1 
NMB (%) -47.9 -40.1 -39.7 11.6 -53.2 -30.0 

Hor5-
12km 

Mean (ppb) 2.6 2.0 5.7 3.8 5.7 3.9 
NMB (%) -50.2 -43.3 -54.2 -21.6 -69.4 -55.1 

All res. NMB var. (%) 2.3 3.2 14.4 33.3 16.2 25.1 

Em
iss

 

Em7 
Mean (ppb) 2.8 2.2 7.6 5.3 9.1 6.0 
NMB (%) -47.1 -38.1 -38.6 7.3 -50.8 -31.2 

Em8 
Mean (ppb) 5.1 3.9 14.6 10.1 17.5 11.4 
NMB (%) -2.9 11.7 17.6 106.1 -5.5 31.8 

All emiss NMB var. (%) 44.3 49.9 56.3 98.9 45.3 62.9 
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Figure 2-4. Vertical distribution of simulated and measured ethane in the NFR area separated by the flight 
time. (a) C130-AM 9am to noon observation and the corresponding model values. (b) C130-PM noon to 
6pm observation and the corresponding model values 

 

a 
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Measurements from P3 spirals focus on smaller regions and can capture the impact of local 

emissions. Figure 2-5 compares the vertical distribution of measured ethane concentrations 

against the corresponding model values (interpolated to time and location of each 1-min average 

observation) for all the simulations at BAO and Platteville (PAO) spirals. Both sites are located 

close to oil and NG sources (Figure 1), however urban emissions from Denver region can reach 

BAO (Pfister et al., 2017a). Similar to C130 observations, we illustrate the morning and 

afternoon data separately. Mean concentrations of up to 18.6 ppb (SD 2.8 ppb) were measured by 

P3 aircraft, but these high values were not captured by the model and resulted in biases up to -

14.9 ppb (NMB of -80.5%) at PAO spirals and biases up to -7.16 ppb (NMB of -57.8%) at BAO 

spirals. Similar to C130 flights, higher measured ethane concentrations, absolute biases, and 

NMBs are observed for P3 AM flights compared to PM flights. Higher absolute biases and larger 

variance at lower altitude in AM flights and can be due to larger uncertainties in capturing 

morning evolution of PBL. Variability in NMBs across simulations are greater in the PM spirals 

(42.8% at PAO and 57.3% at BAO) compared to AM spirals (36.5% at PAO and 31.3% at 

BAO). 
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Figure 2-5. Vertical distribution of ethane at PAO (a and b) and BAO (c and d) site measured during P3 
spiral flights and the corresponding model values. Flights are separated by the flight time. a and c show 
P3-AM that include 9am to noon observation and the corresponding model values. b and d show P3-PM 
that include noon to 6pm observation and the corresponding model values  

While the model shows difficulty in representing the absolute magnitude in ethane 

concentrations in all simulations at lower altitudes, most simulations capture the changes in 

variance of ethane concentrations from lower to higher altitudes well especially for the C130 and 

P3 BAO flights. The C130 flights covered a larger region with varying flight patterns across the 
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NFR, thus less variability in the modeled ethane concentrations was observed compared to the 

P3, which flew a repetitive pattern and the repeated spirals over the key surface locations reflect 

a higher influence from localized emissions.  

2.3.2 Sensitivity to planetary boundary layer parametrization 

We evaluated the sensitivity of WRF-Chem meteorological fields and ethane concentrations to a 

non-local (YSU) and two local (MYJ and MYNN3) PBL schemes in PBL1, PBL2, and PBL3 

simulation, respectively. Table 2-2 includes details on simulation configurations. Temperature at 

BAO changed little between the different PBL schemes and the model agrees with observations 

(Figure 2-2). At all three altitudes, PBL1 had a small positive bias (errors less than 1oC) while 

PBL2 and PBL3 had a small negative bias (errors less than 1oC) (Table 2-3 and Table Appendix 

2). Relative humidity differed slightly between local and non-local PBL parametrizations. PBL1 

captured relative humidity well, especially at lower altitudes (mean bias of 0.38%, 1.47%, and 

4.93% for 10m, 100m, and 300m respectively). PBL2 and PBL3 both over-predicted relative 

humidity at all altitudes. The mean bias for PBL2 and PBL3 ranged between 11.12% to 14.78% 

and 6.61% to 9.55%, respectively.  

At all altitudes of BAO, PBL1 predicted higher wind speeds than observed as well as PBL2 and 

PBL3 (Figure 2-2, Figure Appendix 1-3). Wind direction does not vary significantly between 

PBL1, PBL2, and PBL3 at BAO tower and the model missed the southerly component of 

afternoon winds. Figure Appendix 4 shows the 10m average wind speed (during 1-August to 11-

August) in PBL1, PBL2, and PBL3 for daytime and nighttime and compares it with 

measurements. Higher daytime wind speed was predicted by PBL1 in the Colorado Eastern 

plains, especially north of Denver and close to oil and NG operations. Figure Appendix 5 shows 

the averaged diurnal cycle of wind speed and wind direction at WC Tower and PAO (sites close 
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to oil and NG operation). At WC tower and PAO, PBL2 and PBL3 better captured the southerly 

component of afternoon winds compared to BAO.  

Each PBL scheme in the WRF model uses different diagnostics to determine the PBLH. To have 

a consistent comparison of PBL height in the three simulations, we used the 1.5-theta-increase 

method to estimate PBL height. In this method, PBLH is the lowest altitude where the difference 

between minimum potential temperature and potential temperature is greater than 1.5 K (Hu et 

al., 2010; Nielsen-Gammon et al., 2008). Figure 2-6 shows the diurnal evolution of PBLH as 

calculated using the 1.5-theta-increase method in the simulations. Observed PBLH at the PAO, 

Fort Collins (FC), and Golden-NREL sites were retrieved from micro-pulse Lidar backscatter 

profiles using Covariance Wavelet Transform (CWT) (Compton et al., 2013).  PBLH in the 

PBL1 simulation is greater than either PBL2, PBL3, or observations, and the bias is largest in the 

afternoon.  Figure 2-3 (a, b, and c) shows PBL1 distributed ethane higher into the atmosphere and 

more dilution resulted in lower ethane concentration within the PBL. Figure Appendix 6 shows, 

on average, up to 5 ppb higher surface ethane concentrations in simulations based on local PBL 

schemes (PBL2 and PBL3) compared to the simulation based on non-local PBL scheme (PBL1). 
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Figure 2-6. Diurnal evolution of PBL in MYJ, MYNN3, and YSU schemes at PAO (a), Fort Collins (b), 
and Golden-NREL (c) sites. PBLH was measured using micro-pulse Lidar backscatter profiles during the 
daytime. Error bars represent the standard error 

The high bias in temperature, wind speed, and PBLH in PBL1, non-local PBL scheme, suggests 

a strong vertical mixing that is more defined in the Colorado Eastern plains and close to the oil 

and NG activities. The local PBL schemes (i.e. PBL2 and PBL3) predict cooler and moister 
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works that compared local and non-local PBL schemes in the WRF model (Angevine et al., 

2012; Hu et al., 2010).  

The comparison between C130 airborne measurements and modeled ethane concentrations 

across the NFR, as illustrated in Figure 2-4, shows biases between -2.5 ppb and -2.3 ppb for AM 

flights and between -1.7 ppb and -1 ppb for PM flights. Lower NMB variability (4%) was 

observed in the C130 AM with NMB ranging from -43.1% to -47.1% compared to C130 PM 

with NMB variability of 18% and NMB ranging from -29.5% to -47.6%. Similar to the C-130 

comparison, Figure 2-5, the simulations did not capture the high ethane values measured during 

P3-BAO and P3-PAO spirals. The sensitivity of modeled ethane profiles to the PBL scheme is 

larger in P3 flights compared to C130 flights, with NMB variability of 14.1% ranging from -58% 

to -44% for PAO AM flights and NMB variability of 32.4% ranging from -37.3% to -69.7% for 

the PAO PM flight. On average PBL1 predicted higher ethane concentrations during AM flights 

at lower altitudes compared to PBL2 and PBL3 (Figure 2-3). Faster evolution of morning PBL 

and stronger vertical mixing in PBL1 lofted pollutants (including ethane) higher into the 

atmosphere in the morning (Figure 2-6). The rapid growth of morning PBL in PBL1 resulted in 

higher concentration of ethane at higher altitudes (0.5 to 2 km) compared to PBL2 and PBL3.  

2.3.3 Sensitivity to re-initialization 

We investigated the impact of daily initialization of meteorological fields on the model 

performance in capturing the transport of pollutants. For this, we conducted a sensitivity 

simulation (Init5) in which each daily cycle started at 18 UTC from ERA-interim meteorological 

fields and ran for 30 hours. In the comparison free-running simulation, Init4, we initialized the 

model at the first time step using the ERA-interim model and ran the simulation from 24 July 

2014 to 18 August 2014 freely. Physical configurations and meteorological and chemical initial 
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and boundary conditions kept the same for these two simulations (Table 2-2). Figure 2-2 shows an 

up to 3oC bias in nighttime temperature in Init5, but good agreement with the measured 

temperature during the day. Init4 showed better skill in capturing nighttime temperature 

compared to Init5, but predicted the lowest daytime temperature among all the simulations with a 

bias up to -3oC. On average, the NMB of the temperature at BAO100m is between 8.6% in Init5 

and -6.0% in Init4 (Table 2-3), which is the largest variability in NMB temperature across the 

simulations. Similar to the temperature, relative humidity showed a strong sensitivity to re-

initialization. Init4 predicted the highest relative humidity, with NMB of 39.2% and Init5 

predicted the lowest relative humidity, with an NMB of -26.5% among the simulations at BAO 

100m (Table 2-3). Nighttime wind direction at BAO (Figure 2-2), PAO, and WC tower (Figure 

Appendix 2) had a strong southerly component in Init4 compared to Init5 and observations. In 

addition, Init4 predicted higher wind speeds compared to BAO measurements (Figure 2-2) and 

Init5. Figure 2-7 shows on average higher wind speed at 10m altitude across the domain in Init4 

compared to Init5 and measurements at both daytime and nighttime.  
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Figure 2-7 Measured (circles) and modeled (color contour) wind speed at 10m captured by Init4 (a and b) 
and Init5 (c and d) from Aug 1 to 11, 2014 and separated by daytime vs nighttime 

When compared to C130-AM ethane concentrations (Figure 2-4), Init4 predicted the lowest 

ethane concentrations (a bias of -3.3 ppb and NMB of -63%) among all the simulations. This is 

likely due to the high bias in of wind speed in this simulation which resulted in lower 

concentrations of ethane (Figure 2-7). The ethane bias is ~-2.5 ppb and NMB is -47.9% in Init5 

during C130-AM. Concentrations during the C130-PM flights showed a weak sensitivity to re-
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initialization with NMB ranging from -37.8% (Init4) to -40.1% (Init5). For the P3-BAO and P3-

PAO spirals in both AM and PM flights, Init4 had the lowest ethane values compared to all the 

other simulations and compared to observations (Figure 2-5). This resulted in the largest NMB 

variability across the simulations. During PAO AM, NMB ranges between -80.5% for Init4 and -

53.2% for Init5 (NMB variability of 27.3%) and during PAO PM, NMB ranges between -72.9% 

for Init4 and -30.0% for Init5 (NMB variability of 43.9%). 

2.3.4 Sensitivity to meteorological initial and boundary condition 

We tested the performance of changing the meteorological initial and boundary conditions by 

comparing simulations using ERA-Interim (Met5) with simulations using NCEP-FNL (Met6). 

As was done for Met5, we initialized meteorological fields with the re-analysis fields every day 

allowing for a 6-hour spin-up. To prepare meteorological initial and boundary conditions from 

global models, WRF interpolates these outputs to the designed domains. Figure Appendix 7 

illustrates the differences between ERA-interim and NCEP-FNL model outputs interpolated to 

the outer domain at the lowest model level and averaged during August 1 to 15, 2014. Overall, 

the wind speed predictions by these two global models are very similar with slightly (less than 1 

m/s) higher prediction by NCEP-FNL. ERA-interim and NCEP-FNL had larger discrepancies in 

temperature and relative humidity throughout the domain. Comparison with BAO observations 

(not shown) indicates similar performance for both models with somewhat lower temperature 

and higher relative humidity in ERA-interim compared to NCEP-FNL. These discrepancies did 

not have a large impact on temperature and relative humidity in the WRF-Chem simulation, 

however. Figure 2-2 and Figure Appendix 1-3 indicate that the performance of the two 

simulations is comparable in capturing temperature and relative humidity with a better agreement 

with measurements during the day. Met5 had slightly higher temperature and lower relative 

humidity compared to Met6 and compared better to measurements especially during the night. 
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This is because WRF-Chem only uses the global values as the initial and boundary values and 

resolves for atmospheric variables such as temperature and relative humidity in high resolution 

based on physical parametrizations set for the simulation.  

Comparison of ethane measurements by the C-130 and P3 aircraft with Met5 and Met6, shown in 

Figure 2-4 and Figure 2-5, respectively, also reflects an overall low sensitivity of the model 

performance to meteorological initial and boundary condition for both AM and PM flights. High 

sensitivity was observed during P3-PAO PM flight with ethane NMB variability of 23.9% where 

Met5 had a bias of -2.6 ppb (NMB of -30%) and Met6 had -4.7 ppb (NMB of -53.9%).  

2.3.5 Sensitivity to horizontal resolution 

The two nested domains in simulation Hor5 had a horizontal resolution of 12 km ´ 12 km 

(coarse) and 4 km ´ 4 km (fine). The one-way nesting method was used to prevent any feedback 

from the higher resolution inner domain on the outer domain. This means that while the outer 

domain provides the boundary conditions to the inner domain, the higher resolution fields from 

the inner domain do not alter the outer domain fields. To compare the impact of horizontal 

resolution, we compared the performance of the coarse domain with the fine domain in the same 

simulation (5Hor). Temperature and relative humidity did not show significant sensitivity to the 

horizontal resolution at BAO and PAO, as neither did surface winds at BAO (Figure 2-2), PAO, 

and WC tower (Figure Appendix 4). At 100m and 300m altitudes at BAO, the coarse domain 

predicted higher nighttime wind speed compared to the fine domain and the measurements.   

Averaged ethane concentrations along the C130 flights (Figure 2-4) do not vary significantly with 

horizontal resolution. However, higher differences are observed for the P3 spirals. This might be 

due to the C130 flights covering a larger area and, in parts, averaging out the impact of 

horizontal resolution, whereas the P3 spirals capture small-scale transport patterns in the domain 
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more effectively. For the P3 spirals (Figure 2-5), the ethane NMB during BAO PM is +11.6% for 

the fine domain and -21.6% for the coarse domain. These values are -30% and -55.1% during 

PAO PM flights, respectively.  

2.3.6 Oil and NG emission in the NFR 

We assessed the performance of the model in capturing oil and NG emissions by focusing on 

ethane, which is mostly emitted from oil and NG emission sources, and on species with multiple 

emission sources such as CO and other VOCs. To investigate the contribution of oil and NG 

emissions to NFR air quality, we ran two additional simulations: in the one, the emissions are 

based on the NEI-2011 as provided (base simulation or Em7), in the other we doubled the oil and 

NG emissions (perturbed simulation or Em8). 

Figure 2-8 shows the C130 PM measurements and bias limited to altitudes below 2000m and 

Figure 2-9 displays scatterplots of measured to modeled species concentrations limited to NFR, 

below 2000m with measured ethane greater than 2ppb. Figure 2-8a and b illustrate high values of 

ethane concentrations in the vicinity of oil and NG facilities which were not captured by the 

model resulting in low biases. As can be expected, the simulated ethane concentrations show a 

high sensitivity to changes in the oil and NG emissions (Figure Appendix 8). The highest 

sensitivity was observed for measurements taken over regions close to oil and NG sources, such 

as the P3-PAO spirals. Ethane biases between Em7 and Em8 varied from -9.4 ppb to -1 ppb 

(NMB from -50.8% to -5.5%) during P3-PAO AM, and from -2.7 ppb to +2.8 ppb (-31.2% to 

+31.8%) during P3-PAO PM. Doubling oil and NG emissions lowered the absolute bias during 

the AM flights (NMB from -50.8% to -5.5%), but resulted in an overestimation of ethane 

concentrations during the PM flights (NMB from -31.2% to +31.8%). One possible reason for 

the difference between AM and PM biases might be an incorrect representation of the diurnal 
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variation of ethane emission rates in the NEI-2011. An inverse modeling technique, as will be 

subject of further studies, can be used to calculate optimal scaling factors for hourly ethane 

emissions with the goal to minimize the discrepancies between model and measurement.  

 

Figure 2-8. Mean and mean bias ethane concentration (a and b), CO (c and d), HC3 (e and f), and TOL (g 
and h) along the C130 PM flights are limited to measurements below 2000m agl and grids with more than 
4 measurement points. The outline of Denver county and the locations of BAO and PAO are marked on 
the underlying terrain map   
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Figure 2-9. Scatter plot of measured vs. corresponding model values of ethane (a), CO (b), HC3 (c), and 
TOL (d) along the C130 PM flights limited to measurements in the NFR and below 2000m. Red 
diamonds represent the Em7 (base emissions) and blue circles represent Em8 (perturbed emissions). Red 
and Blue lines show the best fit using least square linear regression method for Em7 and Em8, 
respectively  

CO is mostly emitted from combustion processes and is released from many different source 

sectors. Figure 2-8c shows CO enhancements over both Denver and oil and NG facilities. Biases 

along the C130 flight tracks (Figure 2-8d) show an over-prediction of CO over Denver and west 

of Denver and an under-prediction over the oil and NG facilities. The scatterplot in Figure 2-9b 
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reflects an overall low bias in modeled CO can be partly due to errors in capturing background 

CO. Doubling oil and NG emissions in Em8 only marginally increased the slope of the 

regression line indicating a low sensitivity of CO in the NFR to oil and NG emissions. This 

suggests that the source of the low bias in CO likely is related to other source categories and/or 

the model boundary conditions.  

In the RACM chemical mechanism, alkanes such as propane, n-butane, isobutane, and acetylene 

(ethyne), and alcohols such as methanol and ethanol are lumped under the “HC3” group 

(Stockwell et al., 1990). We compared the simulated HC3 concentrations with the sum of 

measured chemicals in the HC3 group during C130 flights. Similar to ethane, the highest values 

of HC3 were measured over oil and NG facilities (Figure 2-8c). These enhancements were not 

captured in the model and resulted in low model biases (Figure 2-8f). Comparison of measured 

HC3 with modeled values from Em7 and Em8, Figure 2-9c, confirms the low bias of HC3 and 

shows some increase in the slope of the regression line in Em8 albeit less pronounced compared 

to ethane.  

Toluene and benzene are lumped together in the RACM chemistry under “TOL” (Stockwell et 

al., 1990). We compared simulated TOL with the sum of toluene and benzene concentrations 

observed during the C130 flights. The transport sector is a strong source of toluene and benzene 

in the NFR as well as oil and NG activities. TOL enhancements were observed over oil and NG 

facilities and Denver with higher values associated with oil and NG emissions (Figure 2-8g). The 

model did not capture the enhancements in regions influenced by oil and NG emissions, but well 

captured TOL values over Denver (Figure 2-8h). TOL showed very low sensitivity to perturbed 

oil and NG emissions as shown in Figure 2-9d. TOL emissions from oil and NG sector in the 

emission inventory used in this study (NEI-2011) were very low thus doubling oil and NG 
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emissions did not increase TOL in the Em8. Similar to toluene and benzene, xylene 

enhancements were measured over oil and NG facilities and Denver. Model underestimated 

xylene enhancements over oil and NG activities and overestimated these enhancements over 

Denver. Em8 with doubled oil and NG emissions showed very similar performance to Em7 

which indicates low emission rates of xylene from oil and NG sector in the NEI-2011 (not 

shown).  

 Figure 2-10 illustrates the HC3 to TOL ratio measured along the C130 PM limited to NFR region 

and altitudes below 2000m and the corresponding model values. Figure 2-10a shows oil and NG 

influenced points with enhanced measured ethane (concentrations greater than 2 ppb). HC3 to 

TOL ratios in oil and NG influenced locations show inconsistency between measured (HC3/TOL 

= 68) and Em7 modeled ratios (HC3/TOL = 22) which was improved in the Em8 (HC3/TOL = 

40.9). However, doubling oil and NG emission still resulted in underestimations of HC3, TOL, 

and their ratios in this region. Figure 2-10b shows urban influenced points with low measured 

ethane (concentrations less than 2 ppb). Modeled HC3 to TOL ratios (7.3 for Em7 and 8.9 for 

Em8) in the urban influenced locations did not show large sensitivity to oil and NG emissions 

and agreed well with the measurements (10.2). In both oil and NG and urban influenced regions 

models predicted lower than measured Y-intercepts which was not improved in Em8. Figure 2-9c 

also confirms the low bias (about -2ppb) in background HC3 in the model. One reason for this 

offset can be underestimation in HC3 concentration in the boundary condition fields or leakage 

from the NG distribution system which was not captured in the model.  
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Figure 2-10.Sscatter plot of HC3 vs. TOL concentrations along the C130 PM flights limited to 
measurements in the NFR and below 2000m altitude. Plot (a) shows HC3 vs. TOL (when measured 
ethane is greater than 2ppb) for measurements and the corresponding model values. Plot (b) shows HC3 
vs. TOL (when measured ethane is less than 2ppb) for measurements and the corresponding model 
values. Grey circles represent measurements, red diamonds represent the Em7 (base emissions), and blue 
circles represent Em8 (perturbed emissions). Grey, Red and Blue lines show the best fit using least square 
linear regression method for observations, Em7 and Em8, respectively 
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The results suggest that HC3, toluene, benzene, and xylene from oil and NG sector are 

significantly underestimated in the NEI-2011. The low model bias for these species is more 

pronounced compared to the low model bias in ethane (Figure 2-9). The inconsistency between 

these biases implies that the NEI-2011 emission ratios might need to be changed and HC3, 

toluene, benzene, and xylene oil and NG emissions would need to be increased by a larger factor 

than ethane.   

2.4 Conclusion 

We used WRF-Chem to understand the sensitivity of pollutant transport at a high horizontal 

resolution to different model configurations with the focus on oil and NG emissions. By 

conducting a range of different sensitivity simulations, we assessed the variability of 

meteorological variables such as temperature, relative humidity, and wind fields as well as of 

ethane concentrations (used as a tracer for the oil and NG sector) to different model 

configurations and parameterizations. The overall daily cycle of temperature and relative 

humidity was captured well in the simulations with NMB ranging from -3.9% to 11.1% in 

temperature and from 29.7% to 52.6% in relative humidity. All simulations showed good skill in 

capturing daytime wind fields but showed higher biases for nighttime wind speeds. 

Table 2-5 summarizes the mean and NMB for ethane concentrations from C130 and P3 airborne 

measurements below 2000m agl and the corresponding model values for all sensitivity tests. 

Significant underestimation of ethane in all simulations– especially in regions close to oil and 

NG activities – with biases up to -14.9 ppb (NMB up to -80.5%) suggest that the emission 

inventory used (NEI-2011) under-predicts oil and NG emissions. NMB variability (Table 2-5) 

was used as a proxy for variability in the model performance caused by model configurations. 

NMB of the near-surface ethane concentration for aircraft flight patterns across sensitivity 

simulations varied by up to 57.3% for P3-BAO, by up to 42.8% for P3-PAO and by up to 21.1% 
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for C130 flights. The lower NMB variability during C130 flight can be due to the larger area 

coverage by this aircraft during the FRAPPÉ campaign and the irregular flight patterns. P3 

spirals, covering smaller regions within the domain during repetitive flight patterns, focused 

more on the local emissions and smaller scale transport patterns and captured a larger ethane 

sensitivity to model configurations. The largest sensitivity occurred in the initialization test 

(comparing daily re-initialization with free-run simulation) with ethane NMB variability up to 

57.3%, followed by the horizontal resolution test (comparing horizontal resolution of 12 km ´ 12 

km with 4 km ´ 4 km) and the PBL parametrization test (comparing local with non-local PBL 

schemes) with ethane NMB variability up to 33.3% and 32.4%, respectively. To further 

investigate the performance of the model in capturing oil and NG emissions in the NFR we used 

a similar domain set-up with 12 km ´ 12 km and 4 km ´ 4 km horizontal resolution for outer and 

inner domains, respectively, daily re-initialization of meteorological variables with ERA-interim 

model, and MYNN3 PBL scheme.  

We compared measured ethane, CO, lumped alkanes (HC3), lumped toluene and benzene (TOL), 

and xylene to corresponding modeled values and assessed the changes in the model performance 

when doubling oil and NG emissions. The model showed under-prediction of ethane with the 

original inventory and a strong sensitivity of ethane concentrations to oil and NG emissions. 

Doubling oil and NG emissions resulted in an improvement during AM flights and an 

overestimation of ethane during the PM flights which suggests possible incorrect representation 

of the diurnal variation of ethane emission rates in the NEI-2011. The model tends to 

overestimate CO over the Denver region and underestimates CO over the oil and NG region. 

Low sensitivity of CO to oil and NG emissions indicates that CO in the region is predominantly 

emitted from sources other than oil and NG. Enhancements of HC3, TOL, xylene over oil and 

NG facilities were not fully captured in the model and resulted in low biases. Doubling emissions 
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from oil and NG emissions improved the model performance in capturing HC3, but still resulted 

in a low model bias. Although high values of TOL and xylene were measured over oil and NG 

facilities, the model did not capture these enhancements in either the simulations with base NEI-

2011 emissions or doubled oil and NG emissions. The inconsistency between the sensitivity of 

ethane, HC3, benzene, toluene, and xylene to the increase in oil and NG emissions and mismatch 

between VOC ratios in the model and measurement suggest that oil and NG emission rates in the 

NEI-2011 need to be scaled differently for these species. VOC ratios in the measurements can be 

used to update these ratios in the emissions inventory. 

The presented results reflect the challenges that one is faced with when attempting to improve 

emission inventories by contrasting measured with modeled concentrations, either through 

simple direct comparisons or more advanced methods, such as inverse modeling. Any 

uncertainties that arise from the model configuration will translate into the derived emission 

constraints, and it is important to be aware of the uncertainties resulting from different model 

setups. The WRF-Chem simulations and knowledge gained from this study will be used to 

support inverse modeling studies aimed to improve estimates of emission from oil and NG sector 

in the NFR. 
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3 CONSTRAINING OIL AND NATURAL GAS EMISSIONS THROUGH A 

MULTIPLATFORM INVERSION 

Abstract 

We implemented a variational inversion technique to constrain hourly ethane emissions from oil 

and NG sector in Colorado. High-resolution (4km x 4km) WRF-Chem simulation along with 

airborne measurements of ethane were coupled to calculate the optimal scaling factor for ethane 

emission in NEI-2011v2. Tracers linked to hourly ethane emissions were added to the WRF-

Chem model and showed that airborne ethane observations in the Northern Front Range (NFR) 

Colorado are dominantly influenced by the Denver-Julesburg (DJ) basin emissions released on 

the day of the measurement. Scaling factors up to 6 were calculated for the ethane emitted from 

the Wattenberg field. Overall, the inversion method estimated between 11% to 15% higher 

ethane emission rates in the DJ basin compared to the initial emission inventory (NEI-2011v2). 

Ethane to methane or other VOCs ratio in the measurements and the constrained ethane emission 

rates can be used to estimate the emission rates of these species and compare them to the official 

emission inventories.  

3.1 Introduction 

With the rapid increase in the unconventional oil and Natural Gas (NG) production higher than 

expected levels of air pollutants such as methane, VOC, and NOx have been observed in areas 

close to oil and NG facilities. The high concentrations of these chemicals measured in many 

studies at different scales and regions suggests the official emission inventories (e. g. EPA-GHGI 

and EDGAR) fail to capture the magnitude of emissions from unconventional operation (Brandt 

et al., 2014). The underestimation of emission inventories has raised concern regarding the 

climate implications of promoting NG as the “bridge fuel” (Alvarez et al., 2012; Howarth et al., 
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2011; Levi, 2013; McJeon et al., 2014) and its impacts on the air quality and public health 

(Halliday et al., 2016; McKenzie et al., 2012). Studies show that methane leakage of higher than 

~3% from NG systems can offset the climate benefits of replacing coal with NG (Alvarez et al., 

2012; Wigley, 2011).  Outdated Emission Factors (EF), super-emitters in the production systems, 

and rapid growth in the production facilities are some of the reasons for the underestimation 

(Brandt et al., 2014; Lyon, 2015; Zavala-Araiza et al., 2015). 

Lyon (2015) classified emissions from NG facilities into three groups of vented emissions, 

fugitive emission, and incomplete combustion emissions (Lyon, 2015). Vented emissions are NG 

released intentionally due to safety, equipment design, or convenience. NG-powered pneumatic 

controllers are the largest sources of vented emissions in the US. In unconventional production 

during the well completion large amounts of NG can be released from the flowback water. 

Higher well density in unconventional production results in high amounts of methane and VOC 

emission (constituents of NG) from each well pad. In January 2015, the US EPA restricted 

almost all hydraulically fracture NG wells to use reduced emission completions (green 

completion) to capture the completion flowback gas (United States Government Publishing 

Office, 2015). Fugitive emissions are unintentional leakages from faulty equipment. The 

emission rates on such equipment can increase with equipment wear. Combustion emissions can 

occur during the flaring or operation of engines that combust NG. With high efficiency of flaring 

technology, the amount of NG emitted through this phase is relatively small. However, flaring 

can release Black Carbon (BC) and VOC into the atmosphere and impact the air quality (Prenni 

et al., 2016).  

Methane is the primary constituent of NG and the second most important greenhouse gas after 

carbon dioxide (CO2). Methane has a shorter effective lifetime (~ 12 years) than CO2, but 37 
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times stronger radiative forcing (on a molar basis). Therefore, it has a stronger near-time climate 

impact in comparison with CO2 (Alvarez et al., 2012).  Methane global emissions are 4% of the 

global CO2 anthropogenic emissions in a unit of carbon mass flux but contributes ~20% to 

additional radiative forcing in lower atmosphere since 1750 due to its strong radiative forcing 

(Saunois et al., 2016). Methane is a precursor to tropospheric ozone and contributes to 

tropospheric ozone production and background ozone which has severe impacts on human 

health, vegetation, and crops. High concentration of atmospheric methane has been observed by 

various measurement tools in areas with heavy NG operation (Karion et al., 2013; Kort et al., 

2014; Miller et al., 2013; Pétron et al., 2014; Schneising et al., 2014; Turner et al., 2015; Zavala-

Araiza et al., 2015). Using satellite observations, different studies have detected positive methane 

anomalies associated with oil and NG operation in the US (Kort et al., 2014; Schneising et al., 

2014; Turner et al., 2015). 

Besides methane, oil and NG activities release VOCs (constituents of NG) and NOx in 

significant amounts into the atmosphere. These air pollutants can directly impact the air quality 

via participation in photochemical production of ozone.  Elevated levels of VOCs (such as 

ethane, propane, n-butane, i-pentane, n-pentane, and benzene) (Halliday et al., 2016; Pétron et 

al., 2014) and ozone (Ahmadov et al., 2015b; Field et al., 2015; Oltmans et al., 2014; 

Rappenglück et al., 2014) have been measured in the areas close to oil and NG operation sites. 

At the global scale, studies have reported a significant increase in the global concentration of 

ethane and propane in recent years due to increase in oil and NG activities in North America 

(Franco et al., 2016; Hausmann et al., 2016; Helmig et al., 2016; Kort et al., 2016).  

Given the scale of NG development and the rapid growth in the NG production, many studies 

have focused on estimating the emission from NG facilities and investigating the impact of these 
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emissions on climate and air quality.  To estimate the emissions, two methods of bottom-up and 

top-down are widely used. Bottom-up studies directly measure the concentration of the desired 

pollutant from devices or facilities before emissions are mixed in the atmosphere (Allen et al., 

2013; Caulton, 2011; Harrison et al., 2011; Omara et al., 2016). While in top-down approaches 

atmospheric concentrations of different species are measured using different tools such as 

aircraft, tower, ground sampling, remote sensing, and satellite measurements (Karion et al., 

2013, 2015; Miller et al., 2013; Peischl et al., 2016; Pétron et al., 2012, 2014; Townsend-Small et 

al., 2012). The atmospheric measurements are used along with a simple mass balance approach 

or sophisticated atmospheric transport model or chemical transport models (CTMs) to simulate 

the transportation of the pollutants and the chemical process in the atmospheric. 

By comparing top-down and bottom-up studies on methane emission estimation at scales from 

device to continental scale, Brand et al. (2014) concluded that official inventories such as EPA-

GHGI and EDGAR consistently underestimate methane emissions. Figure 3-1 shows the ratio of 

measured (estimated) methane emissions in different studies to predicted values or emission 

factors by inventories, separated based on the scale of measurements. Smaller scale studies based 

on bottom-up evaluation have higher variation in methane emission estimation due to large 

variation in emission rate of equipment and super emitters. Larger scale studies based on top-

down methods show better agreements when compared to smaller scale evaluation and 

consistently estimate higher than inventory emissions.  
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Figure 3-1 Comparison between methane emission estimation/observation and inventories. Adapted from 
Brandt et al (2014) (Brandt et al., 2014) 

At the global scale, methane concentrations began rising in 2007, with the rate of ~6 ppb/year, 

after a slowdown in growth in the late 1990s (Hausmann et al., 2016; Nisbet et al., 2014). The 

reason for this sudden increase is poorly understood due to high uncertainty in the global 

methane budget. Methane has both natural (e. g. wetlands) and anthropogenic (e. g. oil and NG 

facilities, agriculture, landfills) sources and oxidation by hydroxyl radicals (OH) is the major 

sink (~90%) for atmospheric methane (Kirschke et al., 2013). Reducing the uncertainties 

associated with global methane is a difficult task because of various sources of methane, lack of 

observation especially from natural sources, and complexity in capturing OH trends. Studies 

suggest two dominant contributors for the increasing trend of methane; (i) tropical and boreal 

wetlands, and (ii) oil, NG, and coal extraction. Carbon isotope observations (13C and 12C isotope) 

suggest wetlands and agricultural sources (ruminants and rice paddies) as the dominant factor 

driving this increase (Nisbet et al., 2016; Schaefer et al., 2016). While remote sensing and 
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satellite observations paired with modeling tools point to the North American oil and NG 

facilities as one of the most important contributors to the global methane trend (Bergamaschi et 

al., 2013; Turner et al., 2016). Satellite measurements can cover areas with poor ground 

measurements coverage, yet methane source attribution remains a challenge in areas with 

multiple methane emission sources (Saunois et al., 2016). Studying co-emitted species such as 

ethane (methane to ethane ratio) can provide a valuable constrain on the source attribution of 

methane emission. Variability in the relation between co-emitters is one of the limitations of this 

approach. For example, methane to ethane ratio ranges between 1.7 to 33 (Helmig et al., 2016) 

depending on the facility which limits our confidence in estimation methane emission. 

Additionally, Helmig et al. (2016) points that using methane co-emitters to estimate methane 

emission from oil and NG facilities tend to overestimate methane concentration. This could be 

due to lower methane to ethane ratio or potential emission increase outside North America that 

are not well measured.  

Using simulations of global energy-economy-climate systems, McJeon et al. (2014) showed that 

with the current greenhouse gas mitigation policies we cannot benefit from replacing coal with 

NG. On the positive side, methane mitigation policies can potentially have near-term climate 

benefits because of the shorter life-time and stronger radiative forcing of methane in comparison 

with CO2 (Shindell et al., 2012). Additionally, health impact assessment of NG facilities for 

regulation development can be limited by the lack of an accurate estimate of air pollution 

emissions. The high uncertainties and inconsistency in the literature on the methane budget, 

emissions from NG facilities, and the role of oil and NG emission in the global anthropogenic 

emissions are the main challenges in the development of climate mitigation policies and air 

pollution control regulation. 
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Chemical transport models (CTMs) can be coupled with inverse modeling techniques to estimate 

emissions while capturing the atmospheric transport and chemistry. The Adjoint of GEOS-Chem 

(Goddard Earth Observing System Chemistry) model (Henze et al., 2006) has been used along 

with different types of observation to perform inverse modeling with chemistry on oil and NG 

emission at continental, and global scales (Turner et al., 2015, 2016; Wecht et al., 2014). GEOS-

Chem adjoint is a suitable method to constrain emissions at continental and global scale because 

of coarse grid sizes. Improving high resolution emission inventories using inverse modeling 

method is a more sophisticated and computationally expensive task. However, it leads to more 

accurate impact assessment and can reduce the uncertainties in emission inventories.  

High resolution regional CTMs can be used to improve emission inventories. Studies that 

performed inverse modeling techniques at regional high resolution scale to constraint oil and NG 

emission are very limited. Cui et. al (2015) used FLEXPART coupled with WRF (Weather 

Research and Forecasting) as forward metrological model and aircraft measurement to quantify 

methane emission at 8km x 8km horizontal resolution in southern California. Using this method, 

they attributed the observed methane to oil and NG systems, dairies, and landfills. As discussed, 

using FLEXPART-WRF instead of a CTM limits the inverse modeling to less reactive species 

like methane. Emission from oil and NG include more reactive species such as non-methane 

hydrocarbons (e. q. VOCs), NOx, and CO which have a significant impact on regional air 

quality. Therefore, it is essential to expand the inverse modeling technique to capture other air 

pollutants by incorporating CTM in this technique 

In this study, we used WRF-Chem model to capture the meteorology and atmospheric chemistry 

in high horizontal resolution (4km x 4km) in the Northern Front Range (NFR) Colorado. 

Variational inverse modeling technique described in Saide et al. (2015) was implemented using 
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measurements from Deriving Information on Surface Conditions from COlumn and VERtically 

Resolved Observations Relevant to Air Quality (DISCOVER-AQ) and Front Range Air 

Pollution and Photochemistry Éxperiment (FRAPPÉ) field campaigns to constrain ethane 

emission from oil and NG sector. This method has the ability to improve the emission estimates 

by constraining hourly emissions using high-resolution full-chemistry simulations and 

measurements. We used ethane as the oil and NG tracers because it is dominantly emitted from 

oil and NG sector in the domain (Yacovitch et al., 2014) and has a relatively long lifetime of 

about two months (Helmig et al., 2016). Methane has multiple sources such as oil and NG and 

feedlots which can introduce uncertainties to the solution because of the uncertainties in the 

source apportionment of measured methane.    

3.2 Method 

3.2.1 Model description and inversion methodology  

WRF-Chem 3.6.1. (Grell et al., 2005; Skamarock et al., 2008) was used to model the transport 

and meteorology in the Northern Front Range (NFR) in Colorado. Chapter 2 describes the details 

of the WRF-Chem configuration and set-up used for the NFR domain. We changed the chemical 

and aerosol mechanisms to MOZART (Emmons et al., 2010) and GOCART (Ginoux et al., 

2001) respectively. NEI2011-v2 was used as the anthropogenic emission inventory and a priori 

for the oil and NG emissions. Airborne ethane measurements by C130 and P3 aircrafts during 

FRAPPÉ and DISCOVER-AQ, as described in Chapter 2, were used in the inversion method.  

Variational inversion method (Saide et al., 2015) is implemented to constrain ethane hourly 

emission rates from oil and NG sector using airborne measurements from C130 and P3 aircraft. 

We added passive hourly tracers linked to hourly ethane emissions from oil and NG sources in 

the simulation. The passive tracers do not deposit or react in the simulation, they are simply 
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being transported in the domain. We designed and tested different inversion experiments by 

adding different groups of tracers linked to emissions from certain regions and days. The hourly 

tracers specific to certain regions can provide more information regarding the temporal and 

spatial distribution of oil and NG emissions. Two simulations, one based on NEI-2011v2 and the 

other one based on NEI-2011v2 with perturbed (doubled) oil and NG emissions and both with 

added passive tracers, were used in the inversion method to calculate the sensitivity of the ethane 

concentration fields to changes in emission. The sensitivity matrices calculated with Equation 

3-1 to Equation 3-5 and then used in the cost function (Equation 3-6) to determine the optimal 

scaling factor for each tracer. Given numobs number of ethane concertation measurement points, 

we extracted the corresponding ethane and tracer model concentrations (in time and location) for 

both base simulation (Equation 3-1) and perturbed simulation (Equation 3-2).  
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Equation 3-2 

Where 0 ≤ = ≤ >?@456 and Bethi is the ethane concentration at observation point i (time and 

location) in the base model and Pethi the ethane concentration at observation point i (time and 

location) in the perturbed model.  

!#A = 	B
!+C(-,-) ⋯ !+C(-,012_#A)

⋮ !+C(/,H) ⋮
!+C(012IJK,-) ⋯ !+C(012IJK,012LM)

N  
Equation 3-3 
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Where 0 ≤ O ≤ >?@#A and numtr is the total number of tracers. Btr includes the concentration of 

all tracers (from 1 to numtr) at each measurement point in the base model. Ptr matrix is built 

similarly but with tracer concentration in the perturbed model.  

!PQP#A = 	

⎝

⎜⎜
⎛

!+C(-,-) + ⋯+ !+C(-,H) + ⋯+ !+C(-,012LM)

!+C(/,-) + ⋯+ !+C(/,H) + ⋯+ !+C(/,012LM)

!+C(012IJK,-) + ⋯+ !+C(012IJK,H) + ⋯+ !+C(012IJK,012LM)⎠

⎟⎟
⎞

  

Equation 3-4 

BTOTtr is an array and includes the sum of all tracer concentrations at each measurement point in 

the base model. PTOTtr is calculated similarly but with tracer concentrations in the perturbed 

model. 

S0(=, O) = 	 T [VWLX	YZWLX]
[V\]\LMYZ\]\LM]

^ × TVLM	YZLM
`aY`b

^		 Equation 3-5 

 Where Fp is the scaling factor of the perturbation simulation which is 2 in this experiment and 

Fb is the scaling factor of the base simulation which is 1 in this experiment. Hn is the Jacobian 

matrix for measurement set n (e.g. airborne measurements by C130)  

c(d) = c- + e × cf	  Equation 3-6 

c- = 	
gh
f
Ti> jkh∗(`Y`J)mZWLXYZILXWM
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o^
#
p0Y- Ti> j
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o^  Equation 3-7 

cf = 	
-
f
Ti> j `

`J
o^
#
!Y- Ti> j `

`J
o^  Equation 3-8 

Cost function (J), as presented in Equation 3-6, consists of two terms representing errors by 

deviation from measurement (J1) and errors by deviation from initial guess or emission inventory 

(J2). E is a regularization parameter and is used to balance between the two terms of the cost 
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function. E is set based on uncertainties in the measurements compared to the initial guess 

(Henze et al., 2008). Higher values of E will result in higher impact of initial guess on the final 

solution thus less deviation from initial guess and lower values of E will cause solutions closer to 

measured values. Optimal E value was determined using L-curve method (Hansen, 2005) and 

visualization of errors in J1 and J2 with respect to different E values (Henze et al., 2008). 

Minimizing the cost function (J(F)) will provide optimal scaling factor (F) that minimizes the 

errors with respect to observation uncertainties (R) and uncertainties in initial guess or emission 

inventory (B). We used liner cost function instead of logarithmic cost function as used in Saide 

et al. (2015). A logarithmic cost function puts equal weight on the model-measured discrepancies 

for the enhanced and low (background) concentration values when calculating the scaling factor. 

However, in a linear cost function model-measured discrepancies at the enhancements have a 

larger impact on the solution. Oil and NG sector is the dominant source of ethane in the region 

and the focus of this work is to improve the model performance in capturing the enhancements 

(not the background), thus we used linear cost function. Bother includes ethane emitted from non-

oil and NG sources (which is negligible).  

Wn is set to assign a smaller weight to observation datasets with larger measurement points. This 

way all datasets can equally contribute to the cost function. Wn is simply the ratio of number of 

measurements in dataset n to total number of measurements in all datasets. We assumed no 

correlation between observation errors thus Rn is an identity matrix. B is calculated using 

exponential decay law (Saide et al., 2012, 2015) and correlates emissions which are closer in 

time to produce a smoother solution.  

!/H = 	 *
Y∆LrL	  

Equation 3-9 
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Where Dt is the time differences between traces and Lt is the correlation length scale and is set to 

4 hours. L-BFGS-B numerical method is used to minimize the cost function (Zhu et al., 1997).  

3.3 Results and Discussion 

3.3.1 Denver Julesburg basin oil and NG emissions 

In the first experiment, we evaluated the contribution of oil and NG emissions from Denver 

Julesburg (DJ) basin to the total ethane concentration at the measurement points. Two sets of 

hourly tracers were assigned to the ethane emitted from oil and NG source inside (set 1) and 

outside (set 2) DJ basin and one tracer was assigned to ethane emitted from all non-oil and NG 

sources in the domains (Figure 3-2).  

 

Figure 3-2 spatial distribution of ethane emission from oil and NG in the inner domain in the NEI-
2011v2. Set 1 of tracers (DJ basin) were released from oil and NG sources in the yellow rectangle  

Initial and boundary values of all tracers were set to zero. In this 3-day experiment, 72 hourly 

tracers for set 1 (DJ basin) and set 2 and one single tracers for non-oil and NG sources, total of 

Wattenberg Field 

Denver-Julesburg Basin 

Uinta Basin 
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145 tracers, were added to the WRF-Chem model. Simulations started on 1 August 2014 00Z 

and to 4 August 2014 00Z. C130 performed two flights and P3 performed four flights on 2 and 3 

August 2014. Figure 3-3 shows the flight patterns of C130 and P3 morning flights with circles 

indicating the model errors at each observation point. P3 afternoon flight follows the same 

pattern as the morning flight (not shown). Overall, negative biases were observed over regions 

with high modeled surface ethane concentrations or oil and NG activity regions.  

 

Figure 3-3 circles show errors in ethane concentration along C130 and P3 flight trajectory on 2 and 3 
August 2014. Background contour shows the surface ethane concentration at 18Z (12am LT) for C130 
and at 16Z (10am LT) for P3 on the flight day. Denver county is marked on the maps with a black line  

C130 flights on 2 and 3 August 2014 both took place in the afternoon (from 2pm to 6pm LT). 

Figure 3-4 illustrates higher concentrations of ethane measured by C130 aircraft on 3 August 

2014 compared to 2 August 2014.  Model underestimated wind speed but captured wind 

direction on 2 August at the measurement points with enhanced ethane concentrations. Model 

wind speed performance was slightly better on 3 August 2014.  

In theory because of the relative long lifetime of ethane (about 2 months), the sum of all tracers 

concentration is very close to the ethane concentration. We determined the contribution of each 

set of tracers and tracers released on different days to the total tracer concentrations at the 

2014-08-02 2014-08-02 2014-08-03 2014-08-03 
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measurement points. Figure 3-4a and b show measured and modeled ethane concentrations and 

the sum of all tracer set 1 concentrations in base (red) and perturbed (blue) simulations. It can be 

concluded that DJ basin (set 1) emissions are the major contributors to the total ethane 

concentrations along the C130 flight. Sum of all tracers separated by the release day along the 

C130 flights are plotted in Figure 3-4c and d. Emissions released on the day of the measurement 

are the main contributors to the total ethane concentrations. Modeled ethane concentration had a 

strong sensitivity to the increase in oil and NG emissions especially in places with enhanced 

ethane concentrations (peaks).  
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Figure 3-4 Left column: measured and modeled values along 2 August 2014 flight. Right column: 
measured and modeled values along 3 August 2014 flight. Subplots a and b show measured ethane 
concentration in black dashed line. Red and blue lines show ethane and tracer concentrations in base and 
perturbed simulations, respectively. solid lines show sum of all tracers set 1 (DJ basin) at the 
measurement point. Subplots c and d show sum of all tracers separated by the release days. Sub-plots e 
and f show measured (black) and modeled (red) wind speeds. Sub-plots g and h show measured (black) 
and modeled (red) wind direction 

The morning (AM) P3 flights on 2 and 3 August started at 7am to 12pm and afternoon (PM) 

started at 1pm to 6pm. Wind filed measurements were not available during P3 flights because of 

the limits of equipment in measuring wind fields during flights with spiral patterns. Overall, 

higher ethane concentrations were measured and modeled during AM flights because of the 
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lower morning PBL height (Figure 3-5) (Abdi-Oskouei et al., 2018). Similar to C130, P3 

measured lower ethane concentrations in the afternoon of 2 August compared to 3 August. 

During P3 flights, Model showed strong sensitivity to increase in oil and NG emissions in 

locations where enhanced ethane concentration were measured (spirals over oil and NG 

facilities). Sum of tracers in set 1 along the P3 trajectory indicates that emissions from the DJ 

basin are the main contributors to measured ethane which confirms the results from C130 flights. 

Similarly, emissions released on days prior to day of the measurement did not play a significant 

role in the total ethane (not shown).  

 

Figure 3-5 Measured ethane concentration in black dashed line. Red and blue lines show ethane and tracer 
concentrations in base and perturbed simulations, respectively. solid lines show sum of all tracers set 1 
(DJ basin) at the measurement point 

  

3.3.2 Ethane emission estimates using DJ basin tracers 

We performed variational inversion method to calculate optimal scaling factor for each tracer 

emission rate. In this experiment we assumed that there is no day-to-day variation in oil and NG 

emissions and only used 24 tracers for each tracer set. The contribution of tracers released on 
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days prior to the flight days is small. Thus, not including these tracers will not impact the inverse 

modeling solutions.  

Both L-curve and visualization methods were used to assess the impact of using different E 

values on the inverse modeling solution (Figure 3-6 a and b). In the L-curve plot, optimal E 

maximizes the curvature between J1 and J2. L-curve plotted using E values from 0.01 to 100 

(Figure 3-6 a) is almost a straight line and thus inconclusive. In Figure 3-6 b, J1 error is 

normalized to J1 values (x axis) and J2 error is normalized to J2 values at the smallest E (0.01) (y-

axis). Sum of normalized errors (J1 and J2 terms) in, is minimized at E of 5. Correction factors of 

24 tracers in set 1 and set 2 calculated for E of 0.1, 1, and 5 are plotted in Figure 3-6c and d. 

Smaller E value resulted in higher variation in hourly correction factor of tracers in set 1. We 

used E =5 which resulted in a smooth solution for tracers in set 1. Overall, the contribution of 

emission released from outside the DJ basin to total ethane concentration was small. With E =5, 

inverse modeling method calculated small correction factors for tracers in set 2 which agrees 

with the negligible contribution of these tracers to the total ethane concentration.  
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Figure 3-6 Effect of regularization parameter (E) value on the correction factor calculated by the inverse 
modeling method. a: L-Curve, b: Total error minimization, c: correction factor for tracer set 1 (DJ basin), 
d: correction factor for tracer set 2 (outside DJ basin) 

Figure 3-7 shows the correction factor calculated for each hourly tracer in set 1 and set 2 with E 

= 5. The correction factors were applied to the ethane emissions from oil and NG sector based on 

the location (e.g., ethane emission in DJ basin was scaled using correction factor of set 1). 

Correction factors for DJ basin ethane (from oil and NG) emissions at hours 0Z to 7Z (6pm to 
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1am LT) are less than one which indicates emission rates smaller than initial guess during these 

hours. It should be noted that airborne measurements were not available during the nighttime and 

all measurements used in the inverse modeling method were conducted from 13Z to 23Z (7am to 

5pm LT). From 7Z to 15Z (1am to 9am LT) large correction factors up to factor of 5 were 

calculated for DJ basin oil and NG emissions.  

 

Figure 3-7 Hourly correction factor calculated for ethane emission in DJ basin (set 1/green) and outside 
DJ basin (set 2/red)  

Using correction factors calculated in the IM_2sets experiment the total daily ethane emission in 

the DJ Basin increased from 4.4x1014 kg/day to 4.9x1014 kg/day (11% increase) and in domain 2 

from 2.6x1016 kg/day to 3x1016 kg/day (15% increase) (Table 3-1).  

Table 3-1 Daily ethane emission (kg/day) from domain 2 and DJ basin in NEI_2011v2 (initial  
guess) and scaled emission inventories  

Emission inventory  Eth emiss (kg/day) 
Domain 2 

Eth emiss (kg/day) 
DJ basin 

Initial guess (NEI-2011v2) 2.6E+16 4.4E+14 
IM_2sets 3.0E+16 4.9E+14 
IM_4sets 3.9E+16 5.8E+14 

A WRF-Chem simulation was conducted from 1 to 9 August 2014 with the IM_2sets scaled 

emission inventory to assess the performance of the updated emission inventory. Figure 3-8 
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illustrates ethane concentrations measured along C130 and P3 aircraft and model values on 2 and 

3 August (used in the inverse modeling calculation or Data Assimilation (DA) days). Model with 

IM_2sets scaled emissions (blue line) better capturing enhanced ethane concentrations compared 

to the initial simulation.  

 

Figure 3-8 Measured and modeled ethane concentration along C130 and P3 aircraft. Left column: 2 
August 2014 flights. Right column: 3 August 2014 flights. Black, red, blue, and gold lines show 
measurement, simulation with initial emission, simulation with updated emission (2 sets), and simulation 
with updated emission (4 sets), respectively. Red numbers are indicators for the FLEXPART back-
trajectory tests 

Table 3-2 includes statistics of the model performance compared with all P3 and C130 

measurements during 2 to 8 August 2014 and separated based on flights included in the inverse 
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modeling calculation (DA days) and flights not included in the inverse modeling calculation 

(non-DA days). The statistics are calculated for measurement points with ethane concentration 

greater than 2ppb to only focus on model performance in capturing ethane concentration 

enhancements. Overall, scaled emission inventory improved the model performance in the 

IM_2sets simulation with Normalized Mean Bias (NMB) of -0.47ppb in the initial simulation 

and -0.21ppb in the simulation with scaled emission inventory. Index of Agreement (IOA) was 

improved from 0.56 to 0.73.  

Table 3-2 Summary of statistics of ethane concentration (ppb) measured on C130 and P3 
aircraft (only for ethane concentration > 2ppb) compared with modeled ethane 
concentration in simulation with initial guess and scaled emission inventory. Non-DA 
days include flights on 6, 7, 8 August 2014 and DA days include 2 and 3 August 2014 

 obs > 2ppb model R MAE RMSE MB NMB IOA 

A
ll 

base 0.55 4.64 8.68 -3.82 -0.47 0.56 
IM_2sets 0.56 4.40 8.18 -1.71 -0.21 0.73 
IM_4sets 0.56 4.52 8.26 -0.87 -0.11 0.74 

N
on

-D
A

 
da

ys
 base 0.52 5.27 8.92 -4.62 -0.55 0.51 

IM_2sets 0.52 4.70 8.16 -3.08 -0.37 0.63 
IM_4sets 0.51 4.60 8.01 -2.35 -0.28 0.66 

D
A

 d
ay

s base 0.59 4.01 8.43 -3.01 -0.38 0.61 
IM_2sets 0.63 4.09 8.2 -0.32 -0.04 0.78 
IM_4sets 0.63 4.43 8.51 0.63 0.08 0.78 

Figure 3-9 shows the vertical distribution of ethane concentration measured during C130 and P3 

and the corresponding model values. The IM_2sets simulation (blue color) predicted higher 

ethane concentration at all altitudes compared to initial simulation (red color). Simulation with 

the scaled emission inventory better captured the variance in ethane concentration at lower 

altitudes and slightly overestimated ethane concentration at higher altitudes during both DA and 

non-DA flights.   
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Figure 3-9 Vertical distribution of measured and modeled ethane concentration along C130 and P3 
aircrafts on non-DA flights (not included in the inversion calculation) and DA flights. Elevations are 
meters above sea level 

3.3.3 Ethane emission estimates using sub-region tracers 

Given the improved model performance in predicting ethane concentration enhancements in 

IM_2sets simulation, we performed a similar experiment with more sets of tracers in the DJ 

basin (i.e., IM_4sets). Addition of more tracer sets emitted from sub-regions within the DJ basin 

can provide more spatial information regarding the emission rates in the region. Three sets of oil 

and NG hourly tracers focusing on DJ basin sub-regions emission and one set of tracers focusing 

on emissions outside of the three sub-regions were linked to oil and NG emissions in the 

IM_4sets experiment. One single tracer was linked to the ethane emission from non-oil and NG 

sources. Figure 3-10 illustrates the location of sub-regions in DJ basin. Sub-region 1 covers 

Wattenberg field north of Denver with heavy oil and NG activities and the highest ethane 

emission rates. sub-regions 2 and 3 include northeast and east of Denver with lower ethane 

emission rates.  
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Figure 3-10 Spatial distribution of ethane from oil and NG sector and the location of sub-regions 

Variational inversion method was conducted to calculate the optimal scaling factor for each 

hourly tracer in the four sub-regions. Similar to the IM_2sets experiment (section 3.3.2), E=5 

minimized the total of J1 and J2 errors (Figure 3-11).  

The Highest correction factor (up to 6) was assigned to sub-region 1 (Wattenberg field) with 

highest emission rates of ethane. Diurnal variability of correction factor of sub-region 1 is very 

similar to correction factor of DJ basin in IM_2sets experiment with values less than 1 from 00Z 

to 7Z (6pm to 1am LT) and large values from 7Z to 15Z (1am to 9am). Correction factors 

calculated for sub-region 2 and 3 are both higher than 1 for all hours with larger values (up to 3) 

assigned to sub-region 2. Similarly, correction factors for set 4 (outside the three sub-regions) are 

higher than 1 but almost constant throughout the day. Tracer set 4 are released from area further 

from the measurement location and are well mixed, thus do not have a diurnal variation in their 
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scaling factor. Using IM_4sets scaling factors, the total ethane emission in the DJ basin in the 

scaled emission inventory is 5.8x1014 kg/day (16% higher than initial guess) and 3.9x1016 kg/day 

(50% higher than initial guess) in domain 2 (Table 3-1). Domain 2 covers Utah and Uintah basin 

with high oil and NG extraction activities. The large ethane emission rates outside DJ basin in 

the domain 2 and the scaling factor of ~1.5 for tracer 4 justify the 50% increase in the ethane 

emissions with IM_4set scaling factor in the domain 2.  

 

Figure 3-11 Effect of regularization parameter (E) value on the correction factor calculated by the inverse 
modeling method in IM_4sets experiment. a: L-Curve, b: Total error minimization. c: correction factor 
for each set of hourly tracers 

In Figure 3-8, the gold line indicates the modeled ethane concentration in the WRF-chem 

simulation based on emission inventory scaled using IM_4sets correction factors. At the 

measurement points ethane concentration in IM_4sets simulation is very similar to IM_2sets 

simulation with slightly higher values at the enhancement points. Statistics in Table 3-2 shows 
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slightly better performance for IM_4sets simulation comparted to IM_2sets. Comparison of 

vertical distribution in Figure 3-9 shows high concentrations of ethane in IM_4sets simulation 

compared to measurement and IM_2sets. This could be due to higher scaling factor calculated 

for region 4 which impacted the lateral boundary value of ethane concentration.  

Figure 3-12 shows total hourly ethane emission rates (from oil and NG sector) in the DJ basin 

and in domain 2. Overall, emission rates in domain 2 which also includes DJ basin and Uintah 

basin in Utah follow the diurnal variation of initial emission inventory (base) with lower 

emission rates from 4Z to 12Z (10pm to 6am LT). DJ basin scaled ethane emission (both 

IM_2sets and IM_4sets) however, does not follow the same diurnal cycle. Large scaling factor 

for DJ basin tracers and small scaling factors for emissions outside DJ basin can explain the 

differences between diurnal cycle of ethane emission rates in the DJ basin and domain 2.  

 

Figure 3-12 Total ethane emission rate from oil ad NG sector in the DJ basin (left) and in domain 2 (right) 
for the base, IM_2sets, and IM_4sets emission inventories 

3.4 Conclusions 

There is a large uncertainty in the emission estimates from the oil and NG sector. Several field 

campaigns have been carried out to better understand the oil and NG emissions (Peischl et al., 

2018). In this work we used a variational inversion method with high-resolution WRF-Chem 

simulation and measurements from FRAPPÉ and DISCOVER-AQ field campaigns to constrain 
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the ethane emissions from oil and NG sector. Hourly tracers were assigned to oil and NG ethane 

emissions. Forward WRF-Chem simulations with tracers indicates that majority of ethane 

measured along C130 and P3 aircraft were emitted from the DJ basin on the day of the 

measurement. The inverse modeling method calculated optimal scaling factor for each tracer. We 

tested different set-ups for tracers and used 6 sets of aircraft measurements on 2 and 3 August 

2014. Scaling factors up to 6 were calculated for ethane emitted from the Wattenberg field. The 

inverse modeling solution indicates that the total ethane emissions from oil and NG sector is 

between 11% to 15% higher than the NEI-2011v2 emission inventory in the DJ basin.  

One of the limitations of this method is that the errors in transport can be interpreted as errors in 

emissions inventory and impact the scaling factor. It is important to study the model performance 

in capturing transport prior to carrying out the variation inversion method. Performing inversion 

on a WRF-Chem simulation with a different model configuration can provide variability in 

scaling factor due to changes in model transport. Based on resulted discussed in Chapter 2, PBL 

scheme can have an important impact (up to 33% in normalized mean bias variability) on the 

model performance in capturing ethane. We will perform WRF-Chem simulation (base and 

perturbed mode) using YSU PBL scheme. Carrying out inversion method using WRF-Chem 

simulation with YSU PBL scheme will provide the variability of scaling factors and the range of 

estimates for ethane emission rates.  

By using ethane to methane or other VOCs ratio in the measurement the constrained ethane 

emission rates can be scaled to estimate the emission rate of these species. For example, HC3 

(lumped alkanes such as propane, n-butane, isobutane, and acetylene (ethyne)) concentration 

measured along the C130 aircraft showed a strong correlation with ethane concentration. Ethane 

to HC3 ratio of 0.6 (R2=0.9) was observed for measurement points with ethane concentration 
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greater than 2ppb (oil and NG influenced). Using the ethane to HC3 ratio and constrained ethane 

emission rates, HC3 emission rates from oil and NG sector can be estimated and compared to the 

emission inventory values. Running a WRF-Chem simulation with the scaled emission inventory 

of ethane and HC3 and available HC3 observation will be used to assess the new emission rate 

performance.
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4  CHEMICAL WEATHER FORECAST FOR FLIGHT PLANNING AND NEAR-

REAL TIME ANALYSIS DURING THE LAKE MICHIGAN OZONE STUDY 

(LMOS) FILED CAMPAIGN 

Abstract 

The Lake Michigan Ozone Study (LMOS 2017) field experiment was conducted from 22 May to 

22 June 2017, to address high ozone episodes in coastal communities surrounding Lake 

Michigan. Aircraft, ship, mobile lab, and ground-based sites were used to measure 

meteorological variables, ozone, ozone precursors, and particulate matter. The University of 

Iowa produced high-resolution (4x4 km horizontal resolution and 53 vertical levels) daily 

forecast products using the WRF-Chem modeling system in support of flight planning during 

LMOS 2017. We used WRF-Chem 3.6.1 and an updated version of the National Emission 

Inventory (NEI-2011v2). The forecast model successfully captured diurnal and synoptic 

meteorology fields and ozone concentrations. However, the forecast model under-predicted peak 

ozone at coastal locations during high ozone episodes and on average overestimated NOx.  

In the post-campaign analysis, we tested the sensitivity of the meteorological skills, biogenic 

emission, and ozone formation to the selection of initial and boundary conditions and land 

surface model parametrization. Selection of High-Resolution Rapid Refresh (HRRR) model as 

initial and boundary condition, and the Noah land surface model, significantly improved 

comparison of meteorology variables to both ground-based and aircraft data. Biogenic isoprene 

emission and ozone concentration did not show a strong sensitivity to the increase in temperature 

within the domain of this study. 

we investigated the sensitivity of ozone production in the model to hydrocarbon (biogenic and 

anthropogenic) and NOx emissions and to the WRF-Chem chemical mechanism. Reduction in 
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the NOx emissions had a marginal impact on the ozone production and concentrations in the 

model. Increases in hydrocarbon emissions increased ozone production especially over the Lake 

Michigan, which led to reduction in model errors.  

4.1 Introduction 

Ozone (O3)  is a secondary pollutant and is created by photochemical reaction of nitrogen oxides 

(NOx) with Volatile Organic Compounds (VOCs) (Seinfeld and Pandis, 2012). Ground-level 

ozone is associated with negative health (Anenberg et al., 2010) and environmental (Van 

Dingenen et al., 2009)  impacts. The US National Ambient Air Quality Standard (NAAQS) for 

maximum 8-hr average ozone is 70ppb (United States Environmental Protection Agency (EPA), 

2015). Both urban and rural regions around Lake Michigan have persistently recorded high 

ozone concentrations in exceedance of NAAQS standard. Currently, the Chicago nonattainment 

area and Sheboygan County (WI) are designated nonattainment for the 2008 ozone NAAQS 

(United States Environmental Protection Agency (EPA), 2018).   

The unique meteorology caused by Lake Michigan and the biogenic, urban and industrial 

emission sources are some of the reasons for the high ozone concentrations in the region. The 

differences between air temperature over water and land drive land/lake breeze flows. In summer 

during the nighttime, higher air temperature over the lake than land creates land breeze (offshore 

flows). Opposite happens during the daytime and generates lake breeze (onshore flows). Lake 

breeze has been associated with high ozone concentrations along the shoreline of Lake Michigan 

(Harris and Kotamarthi, 2005; Lennartson and Schwartz, 1999; Lyons and Olsson, 1973). The 

Lake Michigan Air Quality Study 1991 (Dye et al., 1995) and the Lake Michigan Air Director of 

Consortium (LADCO) Air Craft Project (LAP  1994-2003) (Foley et al., 2011) are two important 

field experiments that used measurements systematically to better understand ozone formation 
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and transport over and around Lake Michigan. Typically morning land breeze (flow from land to 

the lake) transports pollutants (including ozone precursors) over the lake. Dye et al. (1995) 

showed that a shallow (up to 200m) stable layer (conduction layer) over the lake in summer with 

limited vertical and horizontal mixing traps emissions from off-shores sources in high 

concentrations. With high concentrations of ozone precursors, stable condition, and slower 

deposition rate over the lake, ozone is produced and accumulated over the lake in the conduction 

layer. Southerly and southwesterly winds transport ozone northward over the lake and afternoon 

lake breeze eventually transports ozone over the shore. During the LAP field experience high 

concentrations of reactive nitrogen (NOy) and VOC over the Lake were observed (Foley et al., 

2011). Measurements by the Lake Express Ferry from 2008 to 2010 (from spring to fall) 

indicated on average ~4ppb higher ozone concentration over the lake compared to the shoreline 

in Kenosha, WI (Cleary et al., 2015). Foley et al. (2011) determined that 200m above the lake 

ozone production is VOC-limited (ozone production constrained by VOC concentration) in the 

mornings and becomes NOx-limited (ozone production constrained by NOx concentration) in the 

afternoon. Above 200m ozone formation is NOx-limited throughout the day. 

Although the transport pattern over Lake Michigan and the surrounding region and its impact on 

high ozone events have been discussed, studies on assessing the performance of Chemical 

Transport Models (CTMs) in the region are limited. Models often fail to capture ozone behavior 

in the Lake Michigan region accurately (McNider et al., 2018). Discrepancies between predicted 

summertime ozone by different operational air quality models has been observed. For example, 

on 2 June 2017 high concentrations of ozone were measured by the stations along the west shore 

of Lake Michigan in the late afternoon. Figure 4-1 shows that predicted surface ozone by three 

different operation models (GEM-MACH, NAM-CMAQ, and WRF-Chem) have very different 

patterns and values over the lake and along the shore.  
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Figure 4-1 Predicted surface ozone concentration by GEM-MACH (Canadian; https://weather.gc.ca), 
NAM-CMAQ (US NOAA; https://airquality.weather.gov/), and WRF-Chem (University of Iowa; 
https://bio.cgrer.uiowa.edu/LMOS/) operational models for the late afternoon of 2 June 2017. Note the 
different legends for each plot  

The Eureleian Gas and Aerosol Scalable Unified System Model (PEGASUS) meteorological-

chemical model designed by Fast and Heilman (2003) overestimated ozone concentrations over 

the lake in summer 1999. Similarly, Cleary et al. (2015) observed high bias of ozone 

concentration over the lake in the NAM-CMAQ operational forecast in June and September 

2009. It should be noted that both these models had 12km x 12km horizontal resolution which 

may not be able to capture lake breeze structure in the domain. Goldberg et al. (2014) Used 

nested WRF-CMAQ simulations with the highest horizontal resolution of 1.33km x 1.33km to 

simulate summertime ozone over Chesapeake Bay in 2011 and found high bias in predicted 

ozone concentration. Uncertainties in biogenic and anthropogenic emission inventories, errors in 

US model 

Canadian model 

UIowa model 
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capturing regional meteorology and physics of the stable layer in the model, and errors in 

chemical parametrizations are some of the potential reasons for the disagreements between 

models and measurements (Goldberg et al., 2014; McNider et al., 2018). 

 In this study, we use high-resolution (4km x 4km) WRF-Chem model and measurements from 

the Lake Michigan Ozone Study (LMOS 2017) to better understand the ozone formation and 

transport over the Lake Michigan and the surrounding regions. Some of the objectives of this 

study are to:  

- assess the WRF-Chem performance in capturing meteorology and transport in the domain 
- assess the WRF-Chem performance in capturing primary pollutant (such as NOx) and 

ozone concentrations and high ozone events associated with lake breeze 
- assess the sensitivity of ozone concentration to different WRF-Chem physical 

parametrizations  
- assess the sensitivity of ozone concentration to NOx and Hydrocarbon (HC) emissions 

 
4.2 Method 

4.2.1 LMOS field experiment 

Lake Michigan Ozone Study (LMOS 2017) field experiment was conducted from 22 May to 21 

June 2017 to address the ozone enhancements in the coastal communities around Lake Michigan. 

Two aircraft (NASA King Air and Scientific Aviation Mooney) and two ground-based super 

sites (Zion, IL and Sheboygan, WI) along with several remote sensing and in situ measurement 

sites and mobile sampling platforms were deployed during this field experiment to measure 

meteorological variables, ozone, ozone precursors, and particulate matter. The main goal of this 

field experiment was to better understand the ozone formation and transport over Lake Michigan 

and the surrounding region.  
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4.2.1.1 Measurements 

NASA King Air and Scientific Aviation Mooney aircraft were used during the LMSO field 

experiment. NASA King Air aircraft conducted 21 flights in “raster” patterns and was equipped 

with Geostationary Trace gas and Aerosol Sensor Optimization instrument (GeoTASO) to 

measure NO2 column and the University of Maryland-Baltimore Airborne Hyper Angular 

Rainbow Polarimeter (AirHARP) for cloud and aerosol measurements. Scientific Aviation 

operated Mooney aircraft and flew 22 flights in “spiral” patterns and measured temperature, 

relative humidity, H2O, wind, in-situ ozone, NO2, CO2, and CH4. The preliminary flight 

objectives for these two aircrafts were to sample along western shore of Lake Michigan during 

high-ozone event, characterize NO2 emissions, and characterize costal gradients west of Lake 

Michigan.  

Two main measurement stations were located at Zion super-site, IL (42.47N, -87.81W) and 

Sheboygan, WI (43.75N, -87.71W) to measure meteorological variables such as vertically 

resolved coastal winds, temperature, water vapor and in-situ ozone, NOx, NOy, formaldehyde 

(HCHO), VOCs, nitric acid, hydrogen peroxide, and aerosol characterization. A Microwave 

radiometer and acoustic wind profiler or Sonic Detection And Ranging (SODAR) measured 

wind profiles every 10m from 30 to 200m above ground level at Zion super-site. Remote sensing 

instruments such as ceilometers and UV/visible grating spectrometers (Pandora) were deployed 

to various sites across the domain (Figure 4-2). Two mobile platforms, EPA Region 5 Geospatial 

Monitoring of Air Pollution (GMAP) and UW-Eau Clair automobile platform, were deployed to 

measure in-situ ozone and ozone gradient between different locations. The LADCO Synthesis 

report (LMOS 2017 Study Team, 2018) includes details about all the instruments involved in 

LMOS 2017 field experiment.  
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Figure 4-2 Schematic of type of measurements and the approximate location of ground sites 

4.2.1.2 University of Iowa Forecasting system 

During the LMOS 2017 field experiment, forecast products from the 4km x 4km WRF-Chem 

modeling system were used as aids during the flight planning briefings. Besides University of 

Iowa model, operational NAM-CMAQ air quality forecasts from the National Weather Service 

(NWS) were used in the daily flight planning. We used a single domain WRF-Chem v3.6.1 to 

simulate the atmospheric transport and chemistry around Lake Michigan. Figure 4-3 illustrates 

the domain and the underlying terrain map. The domain covers Minnesota, Iowa, Missouri, 

Wisconsin, Illinois, Michigan, Indiana, and Ohio (37.6-48.8N and 95.45-81.46E) with 4km x 

4km horizontal resolution or 310 x 260 grids. The domain has 53 vertical levels with domain top 

at 50hPa (~11 layers within the lowest 1km).  
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Figure 4-3 WRF-Chem domain and the underlying terrain map 

Meteorological initial and boundary fields were retrieved from the National Center for 

Environmental Prediction (NCEP) Global Forecasting System (GFS) (National Centers for 

Environmental Prediction, National Weather Service, NOAA, 2000) (NCEP-FNL). European 

Centre for Medium-Range Weather Forecasts Monitoring Atmospheric Composition and 

Climate reanalysis (MACC) (Inness et al., 2013) was used as chemical boundary conditions. 

Table 4-1 summarizes the main WRF-Chem configurations used in the forecast simulations. 

Table 4-1 Summary of WRF-Chem configuration used in forecast 

Horizontal resolution 4km 

Vertical resolution 53 layers (11 within the lowest 1km) 

PBL Scheme MYNN3 

Surface layer MYNN surface layer 

Land Surface 5-layer thermal diffusion  

Microphysics Morrison double-moment scheme 

Shortwave radiation Goddard shortwave 

longwave radiation RRTMG scheme 

m asl  
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Cumulus Parametrization Grell-Freitas scheme 

Gas-phase chemistry RACM-ESRL 

Biogenic emission MEGAN 

Lightening OFF 

Land use USGS 

We utilized the Regional Atmospheric Chemistry Mechanism using Earth System Research 

Laboratory (RACM-ESRL) (Stockwell et al., 1997) with updated reaction table for gas phase 

chemistry for the simulation. RACM_ESRL (Kim et al., 2009) is an updated version of RACM 

mechanism and includes 23 photolysis and 221 chemical reactions (Ahmadov et al., 2015a). The 

Modal Aerosol Dynamics Model/Secondary Organic Aerosol Model (MADE/SORGAM) was 

used for the aerosol option.  

We used the Model of Emissions of Gases and Aerosols from Nature (MEGAN) version 2 for 

the biogenic emission in the simulations (Guenther et al., 2006). We did not include any fire 

emissions in the forecast simulations. The National Emission Inventory (NEI-2011v2) with 

4kmx4km horizontal and hourly temporal resolution was re-gridded for the domain and used as 

anthropogenic emission inventory. Two separate 72-hr forecasts were initialized daily using re-

gridded NEI-2011v2. In the base anthropogenic emission inventory, we decreased the NOx 

emissions by 28% to account for the reduction in NOx emission from 2011 to 2017 

(https://www.epa.gov/air-emissions-inventories/air-pollutant-emissions-trends-data).  In the 

second forecast NOx emissions were reduced to 78% of total to account for uncertainties in NOx 

emissions in NEI-2011v2 and test the sensitivity of ozone to NOx concentrations in the forecast 

mode. 

NCAR Command Language (UCAR/NCAR/CISL/TDD, 2017) was used to create surface map, 

cross-sections, ground-site time series (curtain plots) using the daily forecasts. These plots were 
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then uploaded to the website designed for the LMSO field experiment: 

https://bio.cgrer.uiowa.edu/LMOS. Spatial plots of 11 chemical species, 4 columns, and 10 

meteorological products could be viewed at four pressure levels and the full domain or zoomed 

onto Lake Michigan. The cross-sectional plots with cloud and NO2 contours overlaid on color 

contours of 10 chemical species were produced for three west-east and two north-south transects 

of the domain. Also, 11 ground sites were chosen to show curtain plots and time series graphs of 

nine chemical species, relative humidity, and temperature. We ran the two daily forecasts on the 

University of Iowa Argon cluster using 224 cores and each set of 72-hr forecast took about 9 

hours to finish. Figure 4-4 illustrates the schematics of the forecasting system.  

 

Figure 4-4 Schematics of UIowa WRF-Chem forecasting system 

4.2.2 Post-campaign model description and sensitivity analysis 

In the post-campaign analysis, the base WRF-Chem case used the same configurations as the 

forecast with some modifications. MODIS land use category was used in the post-campaign 

simulations. We re-initialized meteorological field daily at 00Z (7pm Local Time (LT)) using 
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NCEP-FNL fields and discard the first 6 hours to account for sufficient spin-up time and keep 

the next 24 hours (6Z or 1am LT to 6Z of the next day). MACC is used for chemical boundary 

conditions and initial conditions of the first cycle. For all the other cycles we used chemical 

fields from previous cycle.  

We tested the sensitivity of the model to selection of meteorological boundary condition, initial 

condition, land surface model parameterization, planetary boundary layer scheme, and update of 

SST. We also evaluated the sensitivity of ozone and ozone production to changes in NOx, 

Hydrocarbon (HC) and biogenic NOx emissions. Table 4-2 shows the list of sensitivity tests. 



www.manaraa.com

 85 

Table 4-2 List of sensitivity tests and main configurations and emissions 

 Sim ID Emission LSM Met IC/BC PBL SST Chem Mech. 

Ph
ys

ic
al

 p
ar

am
et

riz
at

io
ns

 

base NEI11-0.72NOx 5-layer GFS (1 deg) MYNN3 Default RACM 

Base_sst NEI11-0.72NOx 5-layer GFS (1 deg) MYNN3 GLERST SST RACM 

Base_HRRR NEI11-0.72NOx 5-layer HRRR (3km) MYNN3 Default RACM 

HRRR_noah NEI11-0.72NOx Noah HRRR (3km) MYNN3 Default RACM 

Em
is

si
on

 S
ce

na
rio

s 

0.22NOx 0 NEI11-.22NOx 5-layer GFS (1 deg) MYNN3 Default RACM 

0.72NOx_5HC NEI11-0.72NOx_5HC 5-layer GFS (1 deg) MYNN3 Default RACM 

0.72NOx_10HC NEI11-0.72NOx_5HC 5-layer GFS (1 deg) MYNN3 Default RACM 

0.72NOx_2Iso NEI11-0.72NOx_2Iso 5-layer GFS (1 deg) MYNN3 Default RACM 

HRRR_0.72NOx_5HC NEI11-0.72NOx_5HC 5-layer HRRR (3km) MYNN3 Default RACM 
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4.3 Overall Model Performance  

4.3.1 Meteorology 

In this section we discuss the base model performance in capturing meteorology and chemistry 

fields over the course of the campaign (22 May to 21 June 2017). Figure 4-5 shows temperature 

and dewpoint temperature in the base model and hourly measurements at Waukegan National 

Airport (42.42N, -87.87W) which is the closest METeorological Aerodrome Report (METAR) 

station to the Zion super-site (~16km southwest of Zion super-site and ~26km from the 

shoreline). Overall, the base model captured the synoptic variability of temperature well but had 

low biases in minimum and maximum temperature. Model overestimated Dewpoint temperature 

specially during 28 May to 15 June 2017. Most of the sensitivity simulations do not cover 22 

May to 31 May 2017 to reduce the computational costs. Thus, to calculate statistics in the base 

case and be able to compare with other sensitivity simulations we only considered 31 May to 21 

June 2017. Table 4-3 summarizes the model performance during the campaign period. Overall, 

high correlation (R), and Index of Agreement (IOA) between measured and base model 

temperature and dewpoint temperature were observed which indicate that model captured the 

variations well. Negative bias in temperature and positive bias in dewpoint temperature resulted 

in MB of -1.45oC and 1.87oC, respectively.  
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Figure 4-5 Timeseries of modeled and measured hourly temperature and dewpoint temperature at 
Waukegan National Airport (Zion, IL) 

Table 4-3 Model performance in capturing temperature and dewpoint temperature at  
Waukegan National Airport (Zion, IL) from May 31 to June 21, 2017 

BASE R MAE RMSE MB MNE MNB IOA 

T (C) 0.89 2.48 2.97 -1.45 0.14 -0.07 0.92 

Dew Point (C) 0.81  2.52  3.25  1.87  0.26  0.20  0.86 

Comparisons of modeled temperature at other METAR stations across the domain (Figure 4-6) 

shows daytime (10am-6pm LT) biases up to -4oC along the shore of Lake Michigan and daytime 

biases up to -8oC on the east of the lake. Positive biases were observed during the nighttime 
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(10pm-6am LT) across the domain. South of the domain showed slight positive biases (up to 

3oC) during daytime and higher positive biases (up to 8oC) during nighttime. Overall, dewpoint 

temperature was overestimated during both daytime and nighttime and across the domain. South 

and southwest of the domain show larger biases (up to 8oC) and east of lake Michigan show 

smaller biases (up to 2 oC). 

 

Figure 4-6 Average biases in base model temperature and dewpoint temperature at METAR stations at 
daytime (10am-6pm LT) and nighttime (10pm-6am LT)  during 31 May to 21 June 2017  

daytime nighttime 

daytime nighttime 

Temp (C) Temp (C) 

Dewpoint(C) Dewpoint(C) 

Bias (C) 
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We compared the base model temperature and relative humidity with measurements by Scientific 

Aviation (SA) aircraft during the spirals over land and over the lake. Figure 4-7 shows that the 

model very well captured the vertical changes in the temperature and relative humidity. The 

variation (length of the boxplot) in each bin was well captured in model for both temperature and 

relative humidity. The biases observed in the ground-based stations can be observed at higher 

altitudes aircraft measurements. Model underestimated temperature over both land and lake and 

at higher altitudes. Model predicted higher relative humidity with higher biases over the lake and 

lower altitudes. 

 

Figure 4-7 Vertical distribution of temperature and relative humidity measured by Scientific Aviation 
spirals over land and over the lake and the corresponding base model values during 31 May to 22 June, 
2017 

Wind fields are also important parameters impacting the atmospheric transport. In general, base 

model captured the diurnal variation of wind speed and direction well at Waukegan National 

Airport (Zion, IL) (Figure 4-8). During 29 May to 1 June 2017 westerly wind with low variation 
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in wind direction were measured. Model overestimated the wind speed in this period but capture 

the low variation in the wind direction correctly. On 2 June, a shift from afternoon southwesterly 

to southeasterly winds were capture in the model but with a couple of hours of delay. 

Comparisons of modeled wind speed with other METAR stations indicates overall good 

agreement with daytime measurements with small negative bias in stations close to the shore. 

Although model predicted lower nighttime wind speed over the land, but even lower wind speeds 

were measured at most the stations across the domain.  

 

Figure 4-8 Top row plots: timeseries of base modeled and measured wind speed and direction at 
Waukegan National Airport (Zion, IL). Bottom row plots: average biases in base model nighttime and 
daytime wind speed at METAR stations at daytime and nighttime during 31 May to 21 June 2017 

WS(m/s) WS(m/s) 

daytime nighttime 
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The negative biases in temperature and positive biases in relative humidity (and dewpoint 

temperature) suggests an error in partition of latent heat and sensible heat in the model. Soil 

moisture is one of the factors that can impact this partitioning (Huang et al., 2017; Jin et al., 

2010). The 5-layer thermal diffusion LSM used in the base model is a simplified LSM which 

calculates the soil temperature in 5 layers but does not account for soil moisture. Using a more 

detailed LSM such as Noah (Chen and Dudhia, 2001) was tested as one of the sensitivity tests. 

Having a low bias in temperature at higher altitude was the main motivation for testing different 

meteorological boundary condition such as High-Resolution Rapid Refresh (HRRR) forecast. 

4.3.2 Chemistry 

In this section we discuss general trends of ozone and NOx in the domain and the model 

performance. Measurements of other species such as formaldehyde and isoprene are available 

and are discussed in section 4.6 emission sensitivity  

Comparison between measured ozone at the EPA monitors at Zion (42.5N, -87.81W) and 

Chicago (42.1N, -87.9W), Figure 4-9, shows that model generally reproduced the diurnal 

variability in observed ozone, however consistently underpredicted the maximum ozone values. 

Lower nighttime ozone was measured at Chicago site due to destruction of ozone with other 

available pollutants in the urban environment which was captured by the model. 
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Figure 4-9 Timeseries of modeled and measured hourly ozone at EPA sites in Zion and Chicago and NOx 
and isoprene (iso) at Zion super-site 

Model captured the NOx concentration at Zion super-site well on the first half of the campaign 

(22 May to 6 June 2017) and the second half model predicted high NOx concentration and strong 

diurnal variation which was not observed in the measurements (Figure 4-9). Unlike the model, 

measurements showed very weak diurnal variation in NOx in the second half compared to the 

first half of the campaign.  

Isoprene is one of the major biogenic Volatile Organic Compounds (VOCs) with a short lifetime 

(1-2 hours) (Guenther et al., 2012). Low concentration of isoprene was measured from 22 May to 

3 June 2017 and model successfully captured these low values. With increase in green vegetation 

fraction and increase in biogenic emissions in June higher isoprene concentration was measured. 

Model also showed an increase in isoprene concentration in June but at a much lower magnitude. 
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Table 4-4 summarizes hourly and 8-hr maximum model performance for ozone at Zion and 

Chicago sites. On average higher ozone concentrations were measured at Zion (with higher 

absolute bias) compared to Chicago. 8-hr maximum statistics showed bias of -5.3 ppb at Zion 

and 1.2 ppb at Chicago.  

Table 4-4 Summary of hourly and 8-hr peak statistics of base model performance in capturing ozone at 
EPA sites (Zion and Chicago) 

 0.72NOx 
(base) 

Hourly O3 (ppb) 
 

8hr peak O3 (ppb) 

n R2 RMSE mod 
mean 

obs 
mean bias  n R2 mod 

mean 
obs 

mean bias 

Zion 467 0.35 14.2 38.1 41.5 -3.4  19 0.38 51.3 56.6 -5.3 

Chicago 466 0.56 11.3 33.8 34.3 -0.5  18 0.7 49.2 48 1.2 

Daytime mean bias at other EPA stations also show negative bias for ozone across the domain 

except for south side of the domain. During the nighttime model mostly, overestimated ozone 

concentration with higher biases for south of the domain. The high bias in the south can be due 

biases in ozone in boundary conditions (MACC model).  
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Figure 4-10 average mean surface ozone and mean bias for base model at EPA stations separated by 
daytime (10am-6pm LT) and nighttime (10pm-6am LT) 

We assessed the sensitivity of ozone and ozone production to changes in NOx, HC, and biogenic 

emissions by running WRF-Chem with different emission scenarios. In NOx-reduction 

scenarios, we reduced NOx by different factors to better match the measurements. In HC-

increased scenarios we increased the anthropogenic emissions and in biogenic-increased we 

increased the biogenic isoprene emissions by different factors. Section 4.5 includes details on 

each of the emission scenarios.   

4.4 Sensitivity to Physical Parametrization 

To improve the model performance in capturing temperature and relative humidity we tested 

different model configurations and set-ups such as updating lake surface temperature with 

measured data, using more sophisticated Land Surface Model (LSM), and using High-Resolution 

Rapid Refresh (HRRR) meteorological initial and boundary conditions. In this section we 

daytime nighttime 
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describe the sensitivity of temperature, relative humidity, wind fields, and ozone to each of these 

changes.  

4.4.1 Lake surface temperature 

Lake surface temperature (hereafter SST) can play a role in transport and stability of its 

surrounding region. Fast and Heilman (2003) showed changes of 5oC in Lake Michigan 

temperature can change ozone concentration by up to 50ppb which can be minimized to up to 

10ppb by the stronger synoptic forcing.  

In the default set-up WRF uses simple interpolation to calculate SST fields from the intermediate 

files (created from global model output) which may have a low resolution (i.e., 1 degree for 

NCEP-FNL). In the base simulation SST varies daily. For the sensitivity simulation we replaced 

the default SST with the NCEP Global Data Assimilation System (GDAS) 1/12th degree SST 

analysis. Figure 4-11 shows the WRF simulation with updated SST predicted up to 5oC warmer 

SST compared to the base simulation. These differences are higher on the east side of the lake 

and resulted in 0oC to 4oC increase in the air temperature above the lake. The changes in air 

temperature had a small impact on surface wind over the lake and the shore (not shown). 

Similarly, ozone did not show a strong sensitivity to increase in air temperature (less than 2ppb 

on the East side). The ozone sensitivity to changes in air temperature over the lake contradicts 

with high sensitivities discussed by Fast and Heilman (2003) in 1999. This can be due to 

differences between chemical mechanism used in the two simulations or different chemical 

regime caused by different emission rates in 1999 compared to 2017.  
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Figure 4-11 differences in SST, surface temperature (T), and ozone between updated SST (with NCEP 
GDAS) and base simulation. Dx = Xbase_SST – Xbase 

4.4.2 Meteorological initial and boundary conditions 

The single WRF-Chem domain designed for the LMOS experiment is a relatively small. Thus, 

we expect to see large influence of meteorological boundary conditions on the model 

performance. NCEP-FNL with 1-degree resolution was used in the base simulation. High-

Resolution Rapid Refresh (HRRR) is a high resolution (3km x 3km) hourly updating, cloud-

resolving, convection-allowing operational forecast system with assimilation (Benjamin et al., 

2016). We downloaded HRRRv2 from HRRR archive at University of Utah (Blaylock et al., 

2017) for the period of LMOS field experiment. We did not conduct any nudging in these two 

simulations; however, reinitialized the simulation every day (with 6 hours spin up).  

Simulation with HRRR meteorological initial and boundary conditions (base_HRRR) predicted 

on average up to 3oC higher surface temperature compared to simulation with NCEP-FNL 

meteorological initial and boundary conditions (base) with higher sensitivity on the east side of 

the domain (Figure 4-12). Increase in temperature resulted in up to 4ppb increase in ozone 

ΔT(°C) ΔO3(ppb)ΔSST (°C)
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(mostly East of the domain). Dewpoint temperature and windspeed showed lower sensitivity to 

this change (not shown).  

 

Figure 4-12 differences between base_HRRR and base model mean surface temperature and mean surface 
ozone. Dx = Xbase_HRRR – Xbase 

Comparisons with Waukegan National Airport (Zion, IL) measurements (Figure 4-13) show 

improvements in capturing minimum temperature values in base_HRRR simulation but not in 

dewpoint temperature, windspeed, and wind direction. Timeseries of ozone at EPA Zion and 

Chicago sites do not show strong sensitivity of ozone to the changes in temperature at these sites 

(Figure 4-13). Overall, base_HRRR simulation slightly improved the model performance in 

capturing temperature but did not have a large impact on dewpoint temperature or ozone on the 

westside of the Lake. The increase in the temperature only increased isoprene concentration by 

up to than 0.4ppb (not shown).  

ΔT(°C) ΔO3(ppb)
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Figure 4-13 Top row: timeseries of modeled and measured hourly temperature, dewpoint temperature at 
Waukegan National Airport (Zion, IL). Bottom row: timeseries of modeled and measured hourly ozone at 
EPA Zion and Chicago sites  

4.4.3 Land surface model 

Land Surface Model (LSM) can play an important role in regional climate. It involves the 

interaction between land surface and atmosphere through exchange of energy, mass, and 

momentum (Chen et al., 2014). We compared the performance of a simple LSM (5-layer) 

thermal diffusion with a more sophisticated LSM (Noah). Noah LSM (Chen and Dudhia, 2001) 

with four soil layer thicknesses of 0.1m, 0.3m, 0.6m, and 1m calculates soil moisture for each 

layer. Soil moisture can play an important role in partitioning between latent heat and sensible 

heat in the model and thus air temperature and relative humidity. We used HRRR meteorological 

initial and boundary conditions in the LSM simulation test (HRRR_noah) because of its prior 

performance in capturing temperature. Additionally, by using HRRR model we provide high 

Zion Chicago
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resolution soil moisture initial values in the simulation.  Table 4-2 includes details on the 

HRRR_noah simulation.  

Changes in surface temperature in HRRR_noah simulation (Figure 4-14) is very similar to 

base_HRRR which suggest that changes in temperature is mostly influence by to using HRRR 

meteorological initial and boundary conditions. HRRR_noah simulation predicted up to 5oC 

lower dewpoint temperature across the domain with largest sensitivity at the south of the Lake. 

Changes in ozone is very similar to base_HRRR with slightly lower sensitivity.  

Comparisons with ground-based measurements (Figure 4-13) show improvement in capturing 

minimum and maximum temperature in HRRR_noah simulation especially on 10, 11, and 12 

June 2017. Dewpoint temperature was largely improved in the HRRR_noah simulation at 

Waukegan National Airport (Zion, IL) (Figure 4-13) and across the domain (Figure 4-14). This 

shows the significant impact of soil moisture on dewpoint temperature and temperature in this 

region. The changes in temperature and dewpoint temperature had small impact on ozone (Figure 

4-14) and isoprene (not shown) concentration at EPA Zion and Chicago sites.   
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Figure 4-14 Top row: differences between HRRR_noah and base model mean surface temperature, mean 
surface dewpoint temperature, and mean surface ozone. Dx = XHRRR_noah – Xbase. Bottom row: average 
biases in HRRR_noah model dewpoint temperature at METAR stations at daytime (10am-6pm LT) and 
nighttime (10pm-6am LT) 

Figure 4-15 shows the vertical distribution of temperature and dewpoint temperature measured 

by Scientific Aviation (SA) and the corresponding base, base_HRRR, and HRRR_noah values 

over land and over the lake. The temperature over both land and the Lake was improved in 

HRRR_base and HRRR_noah simulations, especially at the lowest altitude. Overall, 

HRRR_base and HRRR_noah predicted similar temperature with slightly higher (improved) 

ΔT(°C) ΔO3(ppb)ΔdewPoint(°C)

Dewpoint(C) Dewpoint(C) Bias (C) 
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prediction by HRRR_noah at the lowest altitude over land. Relative humidity was more sensitive 

to the changes in the meteorology initial and boundary conditions compared to temperature. 

Base_HRRR and HRRR_noah simulations both predicted lower relative humidity (closer to the 

measurements) over land and over the Lake within the PBL height. At higher altitudes relative 

humidity is higher in Base_HRRR and HRRR_noah compared to the base simulation and 

measurements, especially over the Lake. This could indicate a high bias in relative humidity of 

HRRR model compared to aircraft measurements.  

 

Figure 4-15 Vertical distribution of temperature and relative humidity measured by Scientific Aviation 
spirals over land and over the Lake and the corresponding base, base_HRRR, and HRRR_noah model 
values  

Over 
Land 

Over 
Lake 

Over 
Land 

Over 
Lake 

OBS
Base
Base_NOAH
HRRR_NOAH



www.manaraa.com

 102 

4.5 2 June 2017 High Ozone Event 

During the LMOS field experiment, high ozone events occurred on 2 June, 11-12 June, and 14-

16 June 2017. The highest ozone concentrations were recorded on 2 June 2017 and the maximum 

ozone concentration at EPA Zion site was ~90ppb. The Model did not capture the enhancements 

min the ozone concentration on 2 June and had a bias of ~-50ppb at EPA Zion site and ~-30ppb 

at Chicago site. 

On 2 June 2017 a strong lake breeze occurred which resulted in high ozone concentrations along 

the west shore of Lake Michigan in the afternoon. SODAR measurements at Zion super-site 

(Figure 4-16) shows a shift from southwesterly winds to southeasterly winds at 15 UTC (10am 

LT). The base model predicted a stronger westerly component prior to occurrence of the lake 

breeze. The lake breeze occurred later in the day in the base model at 19 UTC (2pm LT). 

HRRR_noah simulation precited the lake breeze earlier in the day at 16 UTC (11am LT) (not 

shown). 
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Figure 4-16 SODAR measurement and base model wind at Zion super-site on 2 June 2017 

Surface concentrations of ozone and NOx at 2pm LT and 6pm LT and measured ozone 

concentration at the EPA sites are shown in Figure 4-17. The lake breeze (Starting at 10am LT) 

transported the air over the lake to the land. High ozone concentrations were measured at the 

stations along the shore. A sharp gradient in the ozone concentration, from high values to low 

values, between the shore and further inland was observed by the mobile platform (LMOS 2017 

Study Team, 2018). 

Model predicted high concentrations of NOx and low concentrations of ozone over the lake at 

2pm. Later in the afternoon strong lake breeze with southwesterly winds transported the high 

NOx-low ozone plume northward over the lake and inland and resulted in a band of high NOx-

low ozone along the shore. Model captured the gradient (band) caused by the lake breeze but 
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instead of high concentrations of ozone, the model predicted low values of ozone along the 

shore.  

 

Figure 4-17 Surface ozone (top row) and surface NOx (bottom row) concentrations on 2 June during the 
Lake breeze event. Circles show the measured ozone concentration at EPA sites 

4.5.1 Sensitivity to NOx and HC emissions 

We further investigated the ozone formation in the domain on 2 June 2017 by testing the 

sensitivity of ozone formation and concentration to NOx and Hydrocarbon (HC) emissions in the 

WRF-Chem simulation. We changed the emission rates of anthropogenic NOx and 

anthropogenic HC and biogenic isoprene in the domain. Table 4-2 includes details about each of 

2pm 6pm 

NOx (ppb) 

O3 (ppb) 

2pm 6pm 
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sensitivity simulations. Base simulation set-ups and parametrizations were used for the emission 

sensitivity simulations.  

Figure 4-18 shows the sensitivity of ozone and NOx concentrations to changes in HC (left 

column) and NOx (right column) emissions. Peak ozone concentration on 2 June did not show 

strong sensitivity to changes in emission at EPA Chicago site but showed sensitivity to changes 

in HC emissions at EPA Zion site. The HC sensitivities increased the HC emissions across the 

board by a factor of 5 (5HC) and 10 (10HC). Increasing the HC emissions by a factor of 5 

(0.72NOx_5HC and 0.5NOx_5HC) increased the simulated ozone by ~50 ppb at EPA Zion and 

~5 ppb at the EPA Chicago site. Increasing the HC emissions by a factor of 10 (0.72NOx_10HC) 

produced additional simulated ozone at Zion but resulted in no significant change in ozone at the 

Chicago site. Doubled biogenic isoprene emission (in 0.72NOx_2Iso) did not have a large 

impact on ozone concentration. 

In a reduced NOx simulation, NOx emissions (from all sources) were decreased by 50% 

(0.22NOx). This sensitivity resulted in ~20ppb increase in ozone concentrations at EPA Zion site 

and ~10ppb reduction in ozone concentrations at the EPA Chicago site. Peak NOx concentration 

measure on June 2 at 18Z (1pm LT) at Zion super-site was not captured in any of the simulations 

which suggests an error in transport. All simulations except 0.22NOx overestimated NOx 

concentrations at Zion super-site during this event.  
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Figure 4-18 Timeseries of ozone at EPA Zion and Chicago sitrs and NOx at Zion super-site from June 1 
to 4. Left column includes the HC sensitivity simulations and right column includes NOx sensitivity 
simulations  

4.5.2 Biogenic emissions 

Terrestrial ecosystems produce significant amounts of VOCs (Lamarque et al., 2010) and can 

impact the atmospheric chemistry. Isoprene (C5H8) is the most abundant biogenic VOC (BVOC) 

with a short life-time of 1-2 hours (Seinfeld and Pandis, 2012). Methacrolein (MACR) and 

methyl vinyl ketone (MVK) are stable products of high-NO oxidation of isoprene. Formaldehyde 

and glyoxal are also other important products of isoprene oxidation. We used the Model of 

Emissions of Gases and Aerosols from Nature (MEGAN) version 2 (Guenther et al., 2006) to 

calculate biogenic emissions on-line (using meteorology from WRF simulation) for the domain. 

O
3 

(p
pb

) 

O
3 

(p
pb

) 

Chicago Chicago 
O

3 
(p

pb
) 

O
3 

(p
pb

) 

N
O

x 
(p

pb
) 

N
O

x 
(p

pb
) 

Zion Zion 

Zion Zion 



www.manaraa.com

 107 

MEGAN uses inputs such as Leaf Area Index (LAI), meteorological parameters (solar radiation, 

temperature, and moisture) to calculate hourly biogenic emissions.  

Overall, the model underestimated isoprene concentration at Zion super-site especially in the 

second half of the campaign when isoprene emissions increased due to increase in green 

vegetation fraction in June compared to May (Figure 4-19). We ran simulations with doubled 

biogenic isoprene emissions (2Iso) for 31 May to June 20 2017. The 2Iso simulation better 

captured the magnitude of isoprene concentration at Zion super-site in the second half of the 

campaign but with negative bias (Figure 4-19).  

 

Figure 4-19 Timeseries of measured and modeled (base and 2ISO) isoprene concentration at Zion super-
site  

Averaged daytime isoprene emission map shows that most of the biogenic activities and 

emissions occur south and to smaller magnitude northwest of the domain (Figure 4-20). 

Although increase in biogenic emissions resulted in increase in isoprene concentrations, but it 

largely impacted south and northwest parts of the domain. Low concentrations of isoprene and 

weak sensitivity of isoprene concentration to doubled isoprene emissions on 2 June can explain 
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the low sensitivity of ozone concentrations to changes in isoprene emissions observed in Figure 

4-18. On average, with increase of 5ppb in isoprene concentrations in the south of the domain 

2Iso simulation ozone only increased by up to 1ppb. Although isoprene concentration over the 

lake only increased marginally in 2Iso simulation (less than 1ppb) but this also resulted in 1ppb 

increase in ozone concentrations over the lake which indicates the high sensitivity of ozone 

production to changes in VOC concentrations over the lake or the domination of a VOC-limited 

regime.   

 

Figure 4-20 Top plot: Top rows: mean isoprene emissions during the daytime  (10am-6pm LT)(left plot) 
and mean isoprene concentration in base simulation (right plot). Bottom plots: Mean differences in 
isoprene (left plot) and ozone (right plot) concentration in base and 2iso simulation. all averages are from 
31 May to 20 June 2017. Dx = X2iso – Xbase 
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4.5.3 Back-trajectories 

To better understand the transport patterns in the domain on the 2 June ozone event we ran back-

trajectories with the base simulation meteorology and FLEXible PARTicle (FLEXPART). 

FLEXPART is a Lagrangian Particle Dispersion Model that uses WRF (or other models) wind 

field predictions to determine the trajectory of air parcels in a forward or a backward mode. 1000 

particles were released at 100m altitudes from different release points along the Lake. We 

compared the trajectory of air parcels released on 2 June (7pm LT) with 3 June (7pm LT) to 

investigate the impact of lake breeze on the air parcel trajectories. In the back-trajectory 

simulations the air parcels were followed for 24 hours backward from the release time. 

 

Figure 4-21 24 hours back-trajectory of tracers released from different points along the shore on 2 and 3 
June 2017 

The strong lake breeze on 2 June recirculated the air parcels over the lake (Figure 4-21). 

Specifically, air parcels that arrived at Zion had passed over Chicago (large emission source), 

stayed over the lake for ~7 hours, and then arrived at Zion. The air parcels arrived at Manitowoc 
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and Sheboygan also followed a similar pattern of recirculation but did not pass over Chicago. Air 

parcels that arrived at Chicago release point (further inland) were not influenced by the lake 

breeze. This explains the low sensitivity of ozone at EPA Chicago site to changes in the HC or 

NOx emissions (Figure 4-18). It can be concluded that ozone production over the lake is more 

sensitive to changes in HC emissions compared to over the land. On 3 June (non-lake breeze 

day) westerly winds were dominant in the region and transport the air parcels from the west to 

the release point.  

4.5.4 Ozone tendencies 

We used the online forward trajectory tool available in WRF-Chem v3.9 (and later) which keeps 

track of different variables (set in a namelist) in an air parcel released at a certain location and 

time in the model timestep (in our case 30 second). We combined this tool with diagnostics 

option in WRF-Chem that provides extra parameters such as tendencies (chemical production, 

horizontal and vertical advection, and vertical mixing) of different species in the model. We 

extracted the ozone tendencies along the air parcel trajectories released from different release 

points at different altitudes and time. We focused on trajectories over the lake because the largest 

sensitivity of ozone to HC emissions occurred over the lake (Figure 4-23). Figure 4-22 shows a 

forward trajectory of an air parcel released from Chicago at 10am LT on 2 June and the ozone 

concentrations and tendencies along the air parcel trajectory. This particular air parcel was 

followed for 15 hours (10am to 1am LT), reached the lake after one hour from the release time 

and traveled from southwest of the lake to north for 14 hours. The parcel altitude remained 

below 700m along the trajectory with slightly higher altitude in the first 8 hours (10am to 6pm 

LT). The model predicted stronger vertical mixing (blue triangle bottom row) and higher PBL 

height (solid line in the middle row plot) over the land compared to over the water, which is due 

to lower temperature and weaker vertical mixing over the water. As the air parcel reached over 
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the lake the vertical mixing became small. In the base simulation the maximum ozone chemical 

production (red circle) reached to 2ppb/hr during the day and reduced to zero during the 

nighttime. In the HC increased (0.72NOx_5HC) case ozone chemical production reached to 

~7ppb/hr in the afternoon (3pm LT). Higher ozone production rate in the 0.72NOx_5HC 

simulation resulted in ~ 15ppb higher ozone concentrations.  

 

Figure 4-22 Top plot: trajectory of an air parcel released at 15 UTC (10am LT) on 2 June 2017 from 
Chicago at altitude of 0.54km above the ground. Middle row: vertical cross-section of ozone 
concentration along the air parcel trajectory in the base (left plot) and 0.72NOx_5HC (right plot) 
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simulations. Solid line shows the PBL height in the model along the air parcel trajectory and asterisk 
show the air parcel elevation. Bottom row: ozone and ozone tendency along the air parcel trajectory in the 
base (left plot) and 0.72NOx_5HC (right plot) simulations. Black circles show ozone concentration, red 
circles show ozone tendency due to chemical production/loss, orange diamond show ozone loss due to 
vertical or horizontal advection, and blue triangle show ozone loss due to vertical mixing. Green circles 
are the sum of all ozone tendencies 

4.6 Overall Performance of Increased HC Simulations 

Simulation with 5 times increase in HC (0.72NOx_5HC) successfully captured the maximum 

ozone concentration on 2 June at the EPA Zion site but not at Chicago site. To better understand 

the discrepancies between ozone sensitivity to HC emissions at different locations and times, we 

ran 0.72NOx_5HC simulation for a longer period from 30 May to 21 June 2017. Table 4-5 

includes a summary of hourly and 8-hr peak statistics for all the emission sensitivity simulations 

at EPA Zion and EPA Chicago sites. Overall, the base simulation performance at the Chicago 

site is acceptable with hourly bias of -0.5ppb and 8-hr peak bias of 1.2ppb. The performance is 

poorer at Zion site with hourly bias of -3.4ppb and 8-hr peak bias of -5.3ppb. The 0.72NOx_5HC 

simulation increased the model errors at the Chicago site with hourly bias of 3.9ppb and 8-hr 

peak bias of 6.6ppb but improved the model performance at Zion site with hourly bias of 0.7ppb 

and 8-hour peak of -5.3ppb.  

Table 4-5 Summary of model performance in capturing ozone at EPA Chicago and Zion sites 

Chicago 

Hourly O3 (ppb) 8hr peak O3 (ppb) 

n R2 RMSE mod 
mean 

obs 
mean bias n R2 mod 

mean 
obs 

mean bias 

 0.72NOx (base) 466 0.56 11.3 33.8 34.3 -0.5 18 0.7 49.2 48 1.2 

0.72NOx_5HC 466 0.57 12.2 38.2 34.3 3.9 18 0.72 54.6 48 6.6 

            

Zion 

Hourly O3 (ppb) 8hr peak O3 (ppb) 

n R2 RMSE mod 
mean 

obs 
mean bias n R2 mod 

mean 
obs 

mean bias 
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 0.72NOx (base) 467 0.35 14.2 38.1 41.5 -3.4 19 0.38 51.3 56.6 -5.3 

0.72NOx_5HC 467 0.44 13.3 42.2 41.5 0.7 19 0.54 58.2 56.6 1.6 

Figure 4-23 compares the modeled ozone concentration in base and 0.72NOx_5HC simulations 

with measurements at EPA Zion and Chicago site. It should be noted that at the Zion site 5 times 

increase in HC emissions only increased the peak ozone concentrations on some of the days and 

did not impact the nighttime minimum ozone concentrations.  

At the Chicago site, 0.72NOx_5HC predicted higher ozone concentrations and closer to 

measurements but predicted lower nighttime ozone concentrations compared to base simulation 

and measurements. On average 0.72NOx_5HC predicted up to 6ppb higher surface ozone 

concentrations mostly over the lake. 
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Figure 4-23 Left column: Timeseries of modeled ozone in base and 0.72NOx_5HC and measurements at 
EPA Zion and Chicago sites. Right panel: average differences of surface ozone between 0.72NOx_5HC 
and base from May 31 to Jun 21. DO3 = O30.72NOx_5HC – O3base 

Formaldehyde (HCHO) has both primary and secondary sources and plays an important role in 

total VOC reactivity and ozone formation. Primary sources of formaldehyde are the transport 

sector,  combustion, biogenic sources, and biomass burning (Luecken et al., 2012). Secondary 

formaldehyde is the product of VOC degradation by OH, which is the dominant source of 

atmospheric formaldehyde. Formaldehyde concentration measurements at Sheboygan super-site 

indicates a negative bias in the base simulation (Figure 4-24). In the increased HC case 

(0.72NOx_5HC) primary anthropogenic emission of formaldehyde was not increased. However, 

model performance in capturing formaldehyde concentration was improved in 0.72NOx_5HC 

case. The increase in formaldehyde concentration is due to increase in VOC (formaldehyde 

precursor) concentrations that increases the chemical production of formaldehyde.  
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Figure 4-24 Timeseries of formaldehyde (HCHO) measurements and modeled (base and 0.72NOx_5HC) 
at Sheboygan super-site (Left). Timeseries of TOL (toluene+benzene) measurements and modeled (base 
and 0.72NOx_5HC) at Zion super-site (Left) 

Toluene and benzene are lumped together in the RACM chemical mechanism under “TOL” 

(Stockwell et al., 1997). The transport sector is a strong source of toluene and benzene. We 

compared simulated TOL with the sum of toluene and benzene concentrations measured at Zion 

super-site. TOL concentration in the base simulation agreed well with the measurements and the 

0.72NOx_5HC simulation over estimated TOL concentration.  

4.7 Indicator of Surface Ozone-NOx-VOC Sensitivity 

The sensitivity of zone formation to changes in NOx and VOC emission is nonlinear. It is 

important to understand how changes in the ozone precursors can impact the ozone formation as 

this information is needed to design effective mitigation policies. In the NOx-limited regions 

reductions in NOx emissions result in reduction in ozone formation. In the VOC or HC-limited 

regimes reduction in VOC reduces ozone formation. In the emission sensitivity analysis, we 

detected high sensitivity of ozone formation to HC emissions over the lake. Different indicators 

such as HCHO/NO2 and H2O2/HNO3 have been developed and used to reflect the nonlinear 

sensitivity of ozone to NOx and HC (Sillman, 1995; Tonnesen and Dennis, 2000). Column 

HCHO/NO2 or column FNR is often used to reflect the reactivity of VOC and NOx with OH. 
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The threshold of column FNR less than 1 has been used to represent a HC-limited regime and 

column FNR greater than 2 represents NOx-limited regime (Duncan et al., 2010).  

We calculated the mean hourly FNR for base simulation and hourly FNR for base and 

0.72NOx_5HC simulations (Figure 4-25). On average, column FNR over south of the lake varies 

from 1 to 2 which indicates a transition region. Over Chicago are column FNR is less than 0.6 

indicating a HC-limited region. On 2 June 2017, air over the lake was influenced by Chicago 

plume thus model predicted column FNR less than 0.6 and a HC-limited regime over the lake. 

This agrees with sensitivity of ozone formation to changes in HC emissions in different emission 

scenarios. In 0.72NOx_5HC simulation, column FNR over the lake reached values between 1 

and 2.5 indicating mostly a transition regime over the lake. It should be noted that base 

simulation underestimated formaldehyde concentration at Sheboygan site and overall over 

estimated NO2 concentration. It can be concluded that real FNR values are larger compared to 

base simulation. Column formaldehyde and NO2 observation from remote sensing instruments 

such as Ozone Monitoring Instrument (OMI) or GeoTASO can be used to compare measured 

and modeled FNR values. Jin et al. (2017) used OMI measurements to show that NOx-limited 

regime dominates over the northeast US. Observed FNR (OMI) varies interannually over 

Chicago and shifts from NOx-limited to HC-limited regimes but is dominantly NOx-limited.  
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Figure 4-25 Top row: Mean hourly column FNR in base simulation averaged over 31 May to 20 June 
2017. Middle row: hourly column FNR in base simulation on 2 June 2017. Bottom plot: hourly column 
FNR in 0.72NOx_5HC simulation on 2 June 2017  

Measurements of H2O2 and HNO3 are available at Zion super-site. Similar to FNR, H2O2 to 

HNO3 ratio have been used as indicator to identify NOx or HC-limited regimes. H2O2/HNO3 less 

than 0.4 indicates a HC-limited regime. Comparisons of measured with base and 0.72NOx_5HC 

values (Figure 4-26) show that model underestimates H2O2 especially in the second half of the 

campaign when measured H2O2 increased. Model better captured HNO3 concentrations and 

diurnal variations. The increase in HC emissions did not impact H2O2 or HNO3 in the model. 

Measured H2O2 to HNO3 ratios at Zion super-site are mostly greater than 0.4 which indicates a 

NOx-limited regime. Because of the large underestimation in H2O2 by the model, predicted H2O2 

to HNO3 ratios are mostly very small which puts the model in HC-limited regime.  
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Figure 4-26 Top row: timeseries of H2O2 and HNO3 concentrations for measured, base model, and 
0.72NOx_5HC model. Bottom row: scatter plot of measured and modeled H2O2 vs. HNO3. The green line 
shows 0.4 ratio. Timeseries of H2O2/HNO3 for measured and modeled values  

4.8 Conclusions 

WRF-Chem model (with NEI-2011v2 emissions) and measurements from the Lake Michigan 

Ozone Study (LMOS) 2017 field experiment were used to investigate the ozone formation over 

Lake Michigan and transport of ozone and ozone precursors by the land and lake breeze. WRF-

Chem simulation with HRRR meteorological initial and boundary condition and Noah land 

surface model successfully represented the temperature and relative humidity in the domain. 

Updating SST fields in the model with GDAS 1/12th measurements increased the air temperature 

over the east of the lake by up to 4ºC. This increased only impacted ozone concentration by up to 

2ppb. WRF-Chem simulation captures the diurnal cycles and trends of ozone concentration but 

consistently underestimated the maximum ozone concentrations. Overall, NOx concentration 

was overestimated in the simulation especially in the second part of the campaign. Isoprene 
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concentration increased in June due to increase in green vegetation which was captured in the 

model but at a smaller magnitude.  

On 2 June 2017 a strong lake breeze occurred and resulted in high ozone concentrations along 

the west shoreline of the lake. Model predicted the lake breeze but failed to capture high 

concentrations of ozone at sites along the shore. We conducted simulations for the 2 June high 

ozone event with perturbed NOx and HC emissions to investigate the sensitivity of ozone 

formation to changes in emissions. 50% reduction in NOx resulted in ~20ppb increase in ozone 

concentrations at the EPA Zion site and ~10ppb reduction in ozone concentration at the Chicago 

site. Ozone formation showed sensitivity to increase in HC emissions. 5 times increase in HC 

emissions (0.72NOx_5HC) resulted in ~50ppb increase in ozone concentration at EPA Zion site 

and ~5ppb increase at Chicago site. Modeled ozone did not show strong sensitivity to doubled 

biogenic isoprene emissions on 2 June event.  

FLEXPART backtrajectory tests indicate that on 2 June 2017 in the morning land breeze 

transported the ozone precursors from Chicago area over the lake. Ozone was formed over the 

lake and then transported to the north and then reach the shoreline by strong southeasterly winds 

(lake breeze).  

 We ran the simulation with 5 times increased in HC for a longer period. On overage, ozone 

formation over the lake was very sensitive to the changes in HC emissions. 5 times increase in 

HC emissions resulted in up to 6ppb increase in surface ozone concentration over the lake. 

Maximum ozone concentrations were better captured in the 0.72NOx_5HC simulation on most 

of the days. Low column FNR in the model over the lake also confirm a HC-limited regime over 

the lake in the model world. Column FNR can be retrieved from different remote sensing 

instruments and compared against the model values.  
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Integrated Reaction Rate is a new tool in the latest version of WRF-Chem (4.0) which will be 

used to better understand the ozone formation process over the lake. This tool creates hourly 

output files with reaction rates of all reactions in a 3D field in the domain. By using this tool we 

can calculate the OH reactivity to different VOC and compare the values across different 

emission sensitivity simulations.  

To further investigate the uncertainties in the emissions, we will implement the variational 

inverse modeling technique discussed in Chapter 3 to constrain NOx emissions. NOx 

measurements by GeoTASO and TROPOMI instrument along with airborne (by scientific 

aviation aircraft) and ground-based measurements will be incorporated into the inversion 

algorithm.  
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5 GENERAL CONCLUSIONS 

5.1 Summary of Results 

In chapter 2, We used WRF-Chem and National Emission Inventory (NEI-2011v2) to understand 

the sensitivity of pollutant transport at a high horizontal resolution to different model 

configurations with the focus on oil and NG emissions. Comparisons between measured and 

model ethane (a tracer of oil and NG) showed a large underestimation of ethane in regions close 

to oil and NG activities with biases up to -14.9 ppb (NMB up to -80.5%). This underestimation 

was observed in all sensitivity simulations which suggests that NEI-2011v2 under-predicts oil 

and NG emissions. We used Normalized Mean Bias (NMB) variability between different 

simulations as a proxy for variability in the model performance caused by model configurations. 

The largest sensitivity occurred in the initialization test (comparing daily re-initialization with 

free-run simulation) with ethane NMB variability up to 57.3%, followed by the horizontal 

resolution test (comparing horizontal resolution of 12 km ´ 12 km with 4 km ´ 4 km) and the 

PBL parametrization test (comparing local with non-local PBL schemes) with ethane NMB 

variability up to 33.3% and 32.4%, respectively.  

We compared measured ethane, CO, lumped alkanes (HC3), lumped toluene and benzene (TOL), 

and xylene to corresponding modeled values and assessed the changes in the model performance 

when doubling oil and NG emissions. Doubling oil and NG emissions in the emission inventory 

resulted in an improvement during the morning and an overestimation of ethane during the 

afternoon which suggests possible incorrect representation of the diurnal variation of ethane 

emission rates in the NEI-2011v2. It was concluded that CO is predominantly emitted from 

sources other than oil and NG due its low sensitivity in the changes to emissions from this sector 

in the emission inventory. Comparisons with CO measurements indicated that the model tends to 
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overestimate CO over the Denver region and underestimates CO over the oil and NG region. 

Model underestimated HC3, TOL, and xylene over oil and NG facilities and the ethane to VOC 

ratios in the measurement did not match the model based on NEI-2011v2 inventory.  

Chapter 3 focuses on developing and implementing a variational inverse modeling method to 

constrain ethane emissions from oil and NG sector in the Northern Front Range (NFR) Colorado. 

Hourly tracers were added into the WRF-Chem simulation and were linked to ethane emissions 

from oil and NG sources in NEI-2011v2. The result indicated that the measured ethane in the 

NFR region is predominantly emitted from sources in Denver-Julesburg (DJ) basin. Hourly 

ethane emission rates in the Wattenberg field were low by up to a factor of 6 in the NEI-2011v2 

and the total ethane emissions from oil and NG sector derived from the inverse modeling 

solution is between 11% to 15% higher than the NEI-2011v2.  

Chapter 4 describes the WRF-Chem model and NEI-2011v2 emission inventory performance in 

capturing transport and ozone and ozone precursors concentrations in Lake Michigan region. 

WRF-Chem simulation with HRRR meteorological initial and boundary condition and Noah 

land surface model successfully represented the temperature and relative humidity in the domain. 

The diurnal cycles and trends of ozone concentration were captured in the model but with 

negative biases at the maximum ozone concentrations. NOx was overestimated in the 

simulations. Emission sensitivity analysis showed that 5 times increase in Hydrocarbon (HC) 

emissions resulted in an increase in maximum ozone concentrations and improved the overall 

model performance especially on days when lake breeze occurred. Low column formaldehyde to 

NOx ratio (FNR) also confirmed an HC-limited regime over the lake I the model.  
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5.2 Future Directions 

The inverse modeling method performed in chapter 3 showed promising capabilities in 

constraining ethane emissions. Conducting the inversion method using a different model 

configuration (e.g., PBL scheme) can provide a range of scaling factor and increase the 

confidence level and robustness in the final emission estimates.  

The ethane to methane or other VOCs (such as toluene, benzene, and alkanes) ratios can be used 

to constrain the emission rates of these species. These calculations can help reduce the 

uncertainties in the emission inventories and better assess the impact of oil and NG sector on 

regional and global air quality and climate. One of the main challenges is the attribution of 

methane (or other VOCs) to the oil and NG sector. Methane has other major anthropogenic 

sources besides oil and NG sector such as agriculture sector (i.e., feedlots) which includes high 

uncertainties in the emission rates (Kille et al., 2017).  

Estimating the ethane emission rates in other oil and NG fields in the US using measurements 

from the NOAA Shale Oil and Natural Gas Nexus (SONGNEX 2015) can provide a broader 

overview on the total ethane (or other species) emission rates from oil and NG sector in the US.  

Although WRF-Chem simulation captured the transport and chemistry over the Lake Michigan 

region, more investigation is required to better understand the uncertainties in the emission 

inventories. Using some of the newly developed tools in WRF-Chem (4.0) such as Integrated 

Reaction Rate can be used to better understand the ozone formation process by analyzing the 

reaction rates in the simulations at each simulation hour. By using this tool, we can calculate the 

OH reactivity to different VOC and compare the values across different emission sensitivity 

simulations.  



www.manaraa.com

 124 

A sectoral analysis regarding the impact of uncertainties in the emission rates of different sectors 

and their impact of predicting ozone over Lake Michigan can be beneficial for the policymakers. 

The inverse modeling technique used in chapter 3 can be implemented to constrain NOx 

emissions from the west shore of Lake Michigan. Hourly tracers linked to NOx emissions can be 

assigned to different regions in the domain or different sector (requires a sector-based gridded 

emission inventory). Remote sensing measurements by GeoTASO equipment and TROPOMI 

along with the available airborne and ground-based NO2 and NOx measurements can provide us 

with an acceptable coverage of the domain. By incorporating these measurements into the 

inverse modeling algorithm optimal scaling factor for the hourly tracers can be calculated.  

5.3 Final Remarks 

The main goal of this dissertation was to understand, quantify, and improve the uncertainties in 

the WRF-Chem model and emission inventories by using various suites of measurements. The 

abundance of atmospheric measurement from ground-sites, field experiments, and satellites, 

provides an opportunity to study and address the shortcomings of atmospheric chemistry and 

transport models in much more details using systematic data-driven methods. This work 

highlights some of the capabilities of the WRF-Chem model and discusses the capabilities of 

data-driven methods such as inverse modeling in reducing the uncertainties in the emission 

inventories.  
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APPENDIX 

For quantitative comparison between the simulations we used statistical measures including 

correlation coefficient (R), root mean square error (RMSE), mean absolute error (MAE), mean 

bias (MB), and normalized mean bias (NMB). Definitions of these metrics can be found below: 
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Where Co is the observation value, Cp is the model value, s is the standard deviation, %̅ is the 

mean value, and n is total number of observation points 
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Table A-1. Conversion table used to map species from NEI-2011 emission inventory to RACM chemical 
mechanism in and MADE/SORGAM aerosol module 

Emission 
inventory 
name 

WRF-
Chem 
name Weight Species name 

CO    e_co    1.00  Carbon monoxide 
NOX   e_no    1.00  Nitrogen Oxides (NO or NO2) 
SO2   e_so2   1.00  Sulfur dioxide 
NH3   e_nh3   1.00  Ammonia 
HC01  e_ch4   1.00  Methane 
HC02  e_eth   1.00  Ethane  kOH<500 /ppm/min 

HC03  e_hc3   1.00  
Alkane 500<kOH<2500 
exclude(C3H8,C2H2,ethanol,acids) 

HC04  e_hc3   1.11  Alkane 2500<kOH<5000 exlude(butanes) 
HC05  e_hc5   0.97  Alkane 5000<kOH<10000 exlude(pentanes) 
HC06  e_hc8   1.00  Alkane kOH>10000 exclude(ethylene glycol) 
HC07  e_ol2   1.00  Ethylene 
HC08  e_olt   1.00  Alkene kOH <20000 /ppm/min 

HC09  e_oli   1.00  
Alkene kOH >20000 /ppm/min 
exclude(dienes,styrenes) 

HC10  e_iso   1.00  Isoprene 

HC12  e_tol   1.00  
Aromatic kOH <20000 /ppm/min 
exclude(benzene and toluene) 

HC13  e_xyl   1.00  
Aromatic kOH >20000 /ppm/min 
exclude(xylenes) 

HC14  e_hcho  1.00  Formaldehyde 
HC15  e_ald   1.00  Acetaldehyde 
HC16  e_ald   1.00  Higher aldehydes 
HC17  e_ald   1.00  Benzaldehyde 
HC18  e_ket   0.33  Acetone 
HC19  e_ket   1.61  Methylethyl ketone 
HC20  e_ket   1.61  PRD2 SAPRAC species (aromatic ketones) 
HC21  e_hc3   0.40  Methanol 
HC22  e_ald   1.00  Glyoxal 
HC23  e_ald   1.00  Methylglyoxal 
HC24  e_ald   1.00  Biacetyl 
HC25  e_csl   1.00  Phenols 
HC26  e_csl   1.00  Cresols 
HC27  e_ald   0.50  Methacrolein 
HC27  e_olt   0.50  Methacrolein 
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Table A-1 continued 

  HC28  e_ket   0.50  Methylvinyl ketone 
HC28  e_olt   0.50  Methylvinyl ketone 

HC29  e_ket   1.00  
IPRD SAPRAC species (>C4 unsaturated 
aldehydes) 

HC31  e_ora2  1.00  Acetic Acid 
HC32  e_ora2  1.00  >C2 Acids  (SAPRC PACD species) 
HC33  e_csl   1.00  Xylenols  (SAPRC-11 species) 
HC34  e_csl   1.00  Catechols  (SAPRC-11 species) 
HC36  e_olt   1.00  Propylene 
HC37  e_hc3   0.40  Acetylene 
HC38  e_tol   0.29  Benzene 
HC39  e_hc3   1.11  Butanes 
HC40  e_hc5   0.97  Pentanes 
HC41  e_tol   1.00  Toluene 
HC42  e_xyl   1.00  m-Xylene 
HC43  e_xyl   1.00  p-Xylene 
HC44  e_xyl   1.00  o-Xylene 
HC45  e_hc3   0.57  Propane 
HC46  e_oli   1.00  Dienes 
HC47  e_olt   1.00  Styrenes 
HC47  e_tol   1.00  Styrenes 
HC48  e_hc3   1.20  Ethanol 
HC49  e_hc8   1.14  Ethylene Glycol 
PM01  e_pm25i 0.20  Unspeciated primary PM2.5 - nuclei mode 
PM01  e_pm25j 0.80  Unspeciated primary PM2.5 - accumulation mode 
PM02  e_so4i  0.20  Sulfate PM2.5 - nuclei mode 
PM02  e_so4j  0.80  Sulfate PM2.5 - accumulation mode 
PM03  e_no3i  0.20  Nitrate PM2.5 - nuclei mode 
PM03  e_no3j  0.80  Nitrate PM2.5 - accumulation mode 
PM04  e_orgi  0.20  Organic Carbon PM2.5 - nuclei mode 
PM04  e_orgj  0.80  Organic Carbon PM2.5 - accumulation mode 
PM05  e_eci   0.20  Elemental Carbon PM2.5 - nuclei mode 
PM05  e_ecj   0.80  Elemental Carbon PM2.5 - accumulation mode 
PM10-PRI e_pm10  1.00  Unspeciated Primary PM10 
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Table A-2. Summary of model performance in capturing temperature at BAO 10m and 300m during Aug 
1-15, 2014 

T (C) 
- 10m  

 PBL  Met IC and 
BC 

 Initialization  Horizontal 
resolution 

OB
S 

PBL
1 PBL2 PBL

3 
 Met5 Met6  Init4 Init5  Hor5 Hor5-

12km 

Mean 21.6
7 22.40 20.95 21.20  24.06 23.44  21.59 24.06  24.06 24.08 

R  0.89 0.89 0.89  0.86 0.89  0.71 0.86  0.86 0.88 
RMS
E 

 2.05 2.03 2.01  3.25 2.63  2.99 3.25  3.25 3.18 
MAE  1.56 1.62 1.59  2.60 2.05  2.30 2.60  2.60 2.53 
MB  0.74 -0.72 -0.46  2.40 1.77  -0.08 2.40  2.40 2.41 
NMB  3.4% -3.3% -

2.1% 
 11.1

% 8.2%  -
0.4% 

11.1
% 

 11.1
% 11.1% 

T (C) 
- 
300m  

OB
S PBL

1 PBL2 PBL
3 

 
Met5 Met6 

 
Init4 Init5 

 
Hor5 Hor5-

12km 

Mean  21.91 20.95 21.30  23.58 22.89  20.31 23.58  23.58 23.52 
R  0.76 0.75 0.72  0.74 0.78  0.57 0.74  0.74 0.75 
RMS
E 

 2.16 2.14 2.10  2.79 2.27  3.09 2.79  2.79 2.80 
MAE  1.69 1.73 1.68  2.24 1.76  2.45 2.24  2.24 2.21 
MB  0.23 -0.73 -0.38  1.90 1.22  -1.37 1.90  1.90 1.85 
NMB  1.1% -3.4% -

1.8% 
 8.8% 5.6%  -

6.3% 8.8%  8.8% 8.5% 
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Table A-3. Summary of model performance in capturing relative humidity (RH) at BAO 10m and 300m during Aug 1-15, 2014 

  
RH (%)-

10m  

 PBL  Met IC and BC  Initialization  Horizontal resolution 
OBS 

PBL1 PBL2 PBL3  
Met5 Met6  

Init4 Init5  
Hor5 Hor5-12km 

Mean  46.47 46.85 57.59 55.78  32.65 39.87  59.36 32.65  32.65 32.89 
R  0.78 0.69 0.73  0.63 0.64  0.53 0.63  0.63 0.71 
RMSE  10.89 16.90 15.13  19.13 14.95  22.33 19.13  19.13 18.15 
MAE  8.45 14.38 12.86  15.01 11.31  18.10 15.01  15.01 14.43 
MB  0.38 11.12 9.31  -13.81 -6.60  12.90 -13.51  -13.51 -13.58 
NMB  0.8% 23.9% 20.0%  -29.7% -14.2%  27.7% -29.7%  -29.7% -29.2% 
RH (%)-

300m  
OBS 

PBL1 PBL2 PBL3  
Met5 Met6  

Init4 Init5  
Hor5 Hor5-12km 

Mean  38.70 43.63 51.45 48.25  31.27 38.55  59.06 31.27  31.27 31.94 
R  0.64 0.59 0.48  0.53 0.52  0.41 0.53  0.53 0.57 
RMSE  13.06 17.92 15.25  12.66 11.14  28.39 12.66  12.66 12.11 
MAE  9.92 14.78 12.77  9.73 8.60  23.19 9.73  9.73 9.29 
MB  4.93 12.75 9.55  -7.43 -0.15  20.36 -7.43  -7.43 -6.76 
NMB  12.7% 32.9% 24.7%  -19.2% -0.4%  52.6% -19.2%  -19.2% -17.5% 
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Table A-4. Summary of model performance in capturing wind speed and direction at BAO 10m during Aug 1-15, 2014 

   PBL Met Init Horizontal Res. 
Day - 10 m OBS PBL1 PBL2 PBL3 Met5 Met6 Init4 Init5 Hor5 Hor5-12km 

W
in

d 
Sp

ee
d Mean  2.46 2.99 2.68 2.20 2.63 2.83 3.30 2.63 2.63 2.58 

STD  1.25 1.47 1.55 1.27 1.41 1.51 2.02 1.41 1.41 1.33 

W
in

d 
D

ire
ct

io
n 

Mean 123.3
8 64.31 71.92 74.85 38.63 70.83 61.40 38.63 38.63 45.08 

STD 66.06 45.40 62.30 54.02 73.77 75.30 75.65 73.77 73.77 66.18 

Night - 10 m OBS PBL1 PBL2 PBL3 Met5 Met6 Init4 Init5 Hor5 Hor5-12km 

W
in

d 
Sp

ee
d Mean 2.25 2.81 2.58 2.18 2.51 2.72 2.91 2.51 2.51 2.66 

STD 0.96 1.41 0.94 0.96 1.35 1.43 1.40 1.35 1.35 1.41 

W
in

d 
D

ire
ct

io
n Mean 222.9

8 
244.0
7 

243.9
5 

263.0
7 

226.9
7 

230.9
3 

160.0
2 

226.9
7 

226.9
7 295.43 

STD 50.01 90.68 69.52 74.66 83.89 69.81 87.15 83.89 83.89 87.30 
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Table A-5. Summary of model performance in capturing wind speed and direction at BAO 300m during Aug 1-15, 2014 

   PBL Met init Horizontal  Res. 
Day - 300 m OBS PBL1 PBL2 PBL3 Met5 Met6 Init4 Init5 Hor5 Hor5-12km 

W
in

d 
Sp

ee
d Mean 3.23 3.89 3.51 2.78 2.88 3.22 3.83 2.88 2.88 2.77 

STD 2.24 2.15 2.39 1.61 1.58 1.81 2.93 1.58 1.58 1.47 

W
in

d 
D

ire
ct

io
n Mean 117.3 62.69 62.42 64.05 32.91 57.67 56.71 32.91 32.91 39.52 

STD 74.56 51.99 63.89 59.84 75.14 76.03 74.32 75.14 75.14 69.43 

Night - 300 m  PBL1 PBL2 PBL3 Met5 Met6 Init4 Init5 Hor5 Hor5-12km 

W
in

d 
Sp

ee
d 

Mean  3.42 5.00 4.34 3.80 4.21 4.60 5.07 4.21 4.21 4.89 

STD  2.59 2.68 2.95 2.64 2.64 2.47 3.07 2.64 2.64 3.29 

W
in

d 
D

ire
ct

io
n Mean 

Model 213.59 141.12 223.3
6 355.95 326.05 294.02 156.88 326.05 326.05 306.58 

STD 
Model 72.73 98.36 93.80 91.39 91.33 77.67 84.60 91.33 91.33 88.31 
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Figure A-1. Average diurnal cycle of temperature, relative humidity, wind speed, and wind direction for all test sets and observation at BAO 10m. 
Averages are calculated for Aug 1 to 15, 2014 
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Figure A-2. Average diurnal cycle of temperature, relative humidity, wind speed, and wind direction for all test sets and observation at BAO 
100m. Averages are calculated for Aug 1 to 15, 2014 
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Figure A-3. Average diurnal cycle of temperature, relative humidity, wind speed, and wind direction for all test sets and observation at BAO 
300m. Averages are calculated for Aug 1 to 15, 2014 
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Figure A-4. Wind speed at 10m captured by different PBL schemes. averaged from 1-August to 11-August 2014 
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Figure A-5. Average diurnal cycle of wind speed (WS) and direction (WD) at WC Tower and PAO sites. 
Averages are calculated for August 1 to 11, 2014 
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Figure A-6. Surface ethane in sim 1 (1-YFM), sim 2 (2-MjFM), sim 3 (3-MnFm) averaged from August 1 
to 15, 2014 
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Figure A-7. Differences in temperature (a), relative humidity (b), and wind speed (c) between  ERA-
interim and NCEP-FNL global models (Δx = X(ERA-interim) – X(NCEP-FNL)) averaged from Aug 1 to 
15, 2014 using 6-hourly data 
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Figure A-8. Sensitivity of ethane to oil and NG emission during C130-AM (a), C130-PM (b), P3-PAO 
AM (d), P3-PAO PM (c), P3-BAO AM (e), P3-BAO PM (f) averaged for August flights 
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